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IJCIR Reference Format:
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INTRODUCTION

Il n part | CarfImplenmentisy Sreagt Gita iechnoldgies Save the African Citi€sttl o ,
International Journal of Computgn and ICT Research (IJCIR)Vol. 10, Issuel pp 68.

http://www.ijcir.org/volume 1dssue 2/article 1.pdfl articulated the concept admart city

defining what it takes for a citp qualify to be called a smart city. | then talked about the benefits

of smart city technologies to the citizens of any city. Then | went ahead to look at the African city.

| talked about the history of the African city and how this historydeip the formation of the
characteristics of the African cities. The qu
planners use these unique characteristics and any available technologies to improve the lives of
citizens?In answering this question,6fc used f i rst at | ookingtat ath

provided byDeakin and Al Weain their article,"From | nt el | i gent to Smart C

1Aut hor 6 sJosaphrKezaBepartment of ComputéScience and Engineering, The Unisiéy of Tennessee
Chattanoog&hattanooga, TN 37403, USAlosephkizza@utc.edu
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they listed the followindactors agia must havein orderfor a city to startmoving towards a

smart city designation:

1 The application of a wide range of electronic and digital technologies to communities and
cities
The use of ICT to transform life and working environments within the region
The embedding of such ICTs in government systems
Theterritorialisation of practices that brings ICTs and people together to enhance the
innovation and knowledge that they offer.
My focus in ths article is toshow that African cities have a potentahd some are already on
path, to becoming smart citiesndeed a fewlike Johannesburg, Tshwane and Cape Town all in
South Africa, Nairobi in Kenya, Accra in Ghana, Lagos and Abuja in Nigeriakagali in
Rwanda.This potential anéhgredientgo propelmoreAfrican cities to the rank of smatrt cities
include:
1 theunigueness of the African city
T the availability of tddiwlmpronedsesourceamamagemente ¢ hno
rapid urbanizationeconomic benefits and Job Creation (Smart Cities of Africa, Forecast
to 2030)
needed expertise to implemerd technologies and
the mechanism, policies and enforcement needed to immense the citizens of the city into
the technologies to make the experiences and benefits of all those involved positive and
worthwhile.
As pointed out earlier, amy Africa cities aleady classified as smart citiemdmany otherare
on the path of acquiring these ingredients. There are growing signs that these necessary inputs
aregetting more achievable boosteddmveral factorgrirst, African has one of the fastest
growing arny of innovationrsavvyyoung people interested and engaged in the current
technological revolution. This youthful technological exuberance is bound to create applications
that are geared to local environments and therefore more tar§etsohd Africa alsohasan

estimated urban population growth&§i%within the next 30 yeargpouth with a technological

International Journal bComputing and ICT Research, Vol. 10, Issue 2, December 2016



drive, a built in advantage for technological growtitird, there is a growing list ofechnology
investors being drawn to African by these statistictuging[Owusu, Y]:

T Mark Zuckerbergbdébs (Facebook CEO) wvisit to
technology entrepreneurship and the evolving innovation ecosystem on the continent

1 GV (formerly Google Ventures), Spark Capital (Boston), Learn @@hffsan Francisco)
and the Omidyar Network (San Francisa)d others,

1 In 2013 and 2015, IBM opened research laboratories in Kamgh South Africa
respectivelyto develop and deploy smart applications to address inefficiencies in public
procurement, eargy management, financial inclusion, traffic congesiimokenyaand to
cloud computing, Big Data and mwhbanizhten t ec hn
boost smart mining and facilitate innovative healthcare.

1 In 2012, theAfrican Development Ban(AfDB), in partnership with the governments of
Spain and Denmark, launched the African Guarantee Fund (AGF). The AGF seeks to
facilitate access to capital by African private investors, many of whom face hurdles raising
capital from commercial banks, ahgevestors, venture capital firms and development

finance institutions for big ticket businesses.

Lastly, there isa growingdetermination among African city administratorgjtockly learnfrom
each otherinspite of the enormous diffuctltiethe mectanism, policies and enforcement needed

to immense the citizensor exampl¢Smart Africa}

T I'n the most recentt T20I@rEmamrs f ofocisomyfad i c Rw
SmartCities, 300mayors of cities across Africa attended to showcase thearwenfs of
their smart cities.
1 Currently, the smauxtity initiative is backed by 11 African countries while more nations
are expected to join.
1 A number of cities areolling outtechnology initiativesuch as WiFi in public areas,
including public transpadvehicles, as well as cashless paytnsystems in public

transport to speed up the development.
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Are thesggood signs ofhe African cities matdhg to the coveted ranks of smart cities Of course
there are problems aswutlingl some of these in parof this essayWhat is needed is the
determination and creation of a shared platform to help each other and the involvement of the
private sector. Efforts to this end are beginning to show results. For example, one such effort is
the realizatiorthat thefastest andreatest force to achiig the coveted designatias to create

a common ICT platformThis, accordingo Fredrik Jejdling, the head of Ericsson in the sub
Saharan Africa regigrhas le to a truly Networked Society in Afrida support and g the
neededechnologies$mart Africa).

In factthe beginning ofuck aNetworked Societyas already started wittiory Coast, Gabon,
Kenya, Mali, Uganda, Senegal, South Sudan, Chad, Angola, Rwanda and Burkiona Faso
board
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ABSTRACT

The trend of organizations offering services through intedrapplications using weband

mohile- based information systems has raised secoabhcernson how to ensure security goals

are attainedThe foundationoma ny s vy st eproblénsisteetack ofiintegratingsecure
aspects throughout the processearchitecture design of inforrtian systemsThis problem is
contributed by lack of systematic research methodology and standard security guidelines and
principles in many organizations dealing with development of systems in Tanzania. In order to
address the weakness of previous stuiligbe research design, thigidy employedoft design
science methodologfntegrationof Soft Systems Methodology and Design Science Research);
this enabled triangulation of research methodology to take pldee.security goaldor the
proposed securmformation system design architecture were explorediacarporatedin all

stages of thdesignof systemarchitecture. Thproposedecure architecture design of information
system for dissemination of st uadschdols, éollegesa mi n a

or universitiesn developing countries he study contributes to body of knowledyedeveloping

2Aut hor 6 sMadutidMskasghECTA, mshangimaduhu@yahoo.com
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secure information systems architecture using a system thinking engineering ap@ofich (
System Methodologycompounded bipesign Sciene Researcprinciples. The application of the
system engineering approach and design principles resulted to a new strategy, secure software
development life cycle (secu@DLC), in solving real world problematic situati@md filling the
identified reseatt gap in terms of knowledgm the field of information systen&security
research.

Keywords: Applications, Security, WebMobile, Results dissemination, Information systems,
Design science rearch, Soft Systems Methodolo@oft Design Science Methoamy

|IJCIR Reference Format:

Maduhu MshangEdephonce Ngemera Nfuka, Camilius Samyssigning Secure Web and
MobileeBased I nformation System for Dissemination
Suitability of Soft Design Science Methodolodpol. 10, Issue2 pp 10 - 40.

http:/www.ijcir.org/volume 16issue 2/article 2df.

1.) . 42/ $5#4) /[ .
The application of integrated web anabbile basednformation systemglIS) for delivering

various eservices such as dissemination of examination resulidiffierent stakeholders in
education sector is exponentially increas{Aglagunodoet al, 2009; Mohammaet al, 2011;
Zabangwa2013 Fueet al, 2014. Despitethe fact that organizations are benefiting in many ways
from theintegrated information systems, the prevalence of inherent security risks is creating
significant threat§HKSAR, 2008; Riccet al, 2011; Adebiyiet al, 2012; EbctArreymbi, 2012)
Public and private organizations in Tanzania have developed diffesmihanisms to address the
security threats associated to different information systems which are inNasenal
Examinations Council of Tanzania (NECTFAvww.necta.go.tgis responsible for administration

of all National Examinations in secondary schools and primary scfidslsangi, 2013)It offers

a number of services electronicditgm online registration of candidates for various examinations
todi ssemination of st (NECFA 2085)NEEKADaS berracompaterized e s u |

recently but it used to release examination results throughcloaids which were distributed in
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the country through Regional e dies ardt seconaaayl of f
schools. This approach was very expensive to Government, stugemests and other
stakeholders I n 199006s students were required to tr.
to get their examinations results but recently therea change due to the improvement in
Information and Communication Technology (I@Wshangi, 2013; TCRA, 2016NECTA has

introduced a web based amubbile basedsystemdor exams results dissemination. According to
Msanjila and Muhiche2011) NECTA system has the following system design shortcomings: it

allows request only from some mobile operators, and does not provide adequate security; it allows
impersonation since atudent can easily request for other result by simply specifying their
examination number; it does not provide results for previous wemtg does not provide any
administration service through mobile pholkinly the webbased and mobile based systens

NECTA faces a number of risks. Teecuirtyrisksf or N E C T Ahasbgecontibutedyy

lack of incoporating security principles in different stagesystem architecture design for web

based and mobile based systefsus, inorder toaddresghe problem of insecure architecture

design for wekbased and mobile based information systems, study appliedSoft Design

Science Metholodologtp addresshis fuzzy problem

1.1.4 EA 3 O0EOAAEIEOU 1T &£ 31 /£ $AOECT 3AEAT AA - AOQOE
The soft design scienoeethodology merges the commoedigin SienceResearciDSR)process

(design, buildartifact, evaluatior{Hevneret al, 200a; Pefferset al, 2007, 2012jogether with

the iterative Soft $istemsMethodology(SSM)Baskervilleet al, 2009; Timurtas, 2011)The
designbuild artifact evaluation processas iterated until the specific requiremenigre met
(Bakerville et al,, 2009;Sanga, 2010)

1.1.1. Design Science Research(DSR)

DSR is the research methodology used for creation and evaluation of artifacts for information
systems intendei solve an identifiefluzzy organizational problerasing behavioral and design
science paradigm@evneret al, 2004; Gregor & Hevner, 2013)nformation systems artifacts

are broadly defined as constructs (vocabulary and symbols), models (abstractions,

architects,frameworks, conceptual models, representations), methods (algorithms and practices),

International Journal bComputing and ICT Research, Vol. 10, Issue 2, December 2016
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and instantiationgimplementation of systems, and prototype systérivneret al, 2004;
Futcher, 2011)Simon(1996)argue that DSR is the science of artificial for creation of innovative
artifacts to solve real world problenisis rooted in the fields adngineeringarchitecture andurt

with the role of creativity irdesign. DSR has beewopted as a problem solving paradigm in the
field of information systemé@Hevneret al, 200g Pefferset al, 2007, 2012; Gregor & Hevner,
2013; Venteret al, 2015) Design is a wicked problem by its¢Farrell & Hooker, 2013pased

on the following criteria: requirements and constraints are unstable; complex interactions among
subcomponents of problem and resulting subcomponents of solution; inherent flexibility to change
artifacts and processes; dependence on human cognitive alilitieependence on human social
abilities. DSR has gained significant acceptance within the design work on technology solution
but it lacks the socitechnical concelfRazaliet al, 2019 Mahundu, 2015, 201&Yhich is a vital
component in the conceptualization of artifact developmierthis study, theveakness of DSR

was addressetly thestrength of SSMind vice versa.

1.1.2. Soft Systems Methodology (SSM)

SSMoriginally it was seen as a modelling tool, but in later years it has been seen increasingly as
a learning and meaning development {@&heckland & Scholes, 1990; Chatzipanagiotou, 2014)
Although it devel ops model s, the model s are not
using systems rules and principles allow you to structure §ooking aboutthe real world
(Checkland, 1981, 1998askervilleet al, 2009; Timurtas, 2011)At the heart of SSM is a
comparison between the world as it is, and some models of the world as it nigmdpee 2010;
Razaliet al, 2010; Novanet al, 2014) Out of this comparison arise a better understanding of the
world ("research™), and some ideas for improvement ("actiGhigckland & Schokg 1990;

Basden, 20035anga, 2010; Chatzipanagiotou, 20T4)e SSM as contained ihe orginal works

of Checkland (1981 antP98) has seven stagésgure 1) Some of t hem address t
andsome of thenperhaps the most impant partsaaddress a conceptual worl@fhe seven stages

are:

fStage lentering the problem situatn (problem situation unstructuredhe problem situation is
first experienced, as it is, by the researchérat is, the researcher makes as few presumptions
about the nature of the situation as possible.

International Journal bComputing and ICT Research, Vol. 10, Issue 2, December 2016
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Stage 2:expressing the problem situatiofproblem situation structured)in this step the
researcher develops a detailed description, a "rich picture”, of the situation within which the
problem occurs.

{Stage 3formulating root definitions of relevant syste(nsot definition of the relevant system)
now the "root definitions", the essence of the relevant systammdefined.

fStage 4:building Conceptual Models of Human Activity Systeni$is stage consists of the
conceptual model, which represents the minimum sptarfedures for the system to beeatud
achieve the desired transformation.

{Stage 5:.comparing the models with the real world

{Stage 6defining changes that are desirable and feasible

{Stage 7:Action to improve the problem situation

J’_ T — T S — j Taking action
g — J
— A Action to improve the T T
4 " s ‘“—:, ) —— \,
E’ The problem situation - :{_“ problem situation ‘\\]f 6 |
k. unstructured > / // /
- — | L Feasible and desirable

Finding out X changes |
— ~—_ /
Y

P
. —
— R — J/ g ™, r
'

| The problem sitnation <
T structured )

Comparison of 4 with 2 | e

|
\ /
. —
— —~ — Real world .~
T e IS System thinking
B — T
P N N
i . i/ r - - i1 ™,
(D & = 0 O
| Root definition of /; \ Conceptual Models
. - -
“__ relevant systems / e
- - P
System thinking I\F"m’l system. T —

., concept / b
TS | Other system J
. thinking_~

Figure 1. Stages of SSM (Checkland, 1981, 1998)

Applying the seven stages of SSM (Figu)e,l Soft systems thinking se
problematic situations that arise in human act{@askervilleet al, 2009 Mshangiet al., 2015)
ChecklandandScholes (1990dlescribed SSM as a processseVenstageg-igure 1)of analysis

which uses the concept of a system of human activity as ashean get fr om t he #f-

problematic situatiofwicked/compleuzzyp r obl em) t o fAtaking actiono
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The SSM was integrate@askerville et al, 2009; Razaliet al, 2010; Timurtas, 2011;
Chatzipanagiotou, 2014yithin the sevenguidelines(Hevneret al, 2004a; Chatzipanadimu,
2014; Venteet al, 2015)of DSR as shown in Table 1 akdjure 2

Table 1: Integrating SSM into DSR

S/N | DSR Guidelines SSM stages

1 | Guideline 1: Design as an Art Stage 22;stage 1problem unstructurgtdge 2problem situati
structued Finding out).
2 | Guideline 2: Problem relevan| Stage 34; stage 3: root definition of the relevant systems is
stage 4: conceptual model devdkymtem thinking)

3 | Guideline 3: Design evaluatio Stages 5comparisons of conceptual mirdstage 4 with re
world in stage 2 performr@uti{ng out).
4 | Guideline 4: Research Stage 6feasible and desirable changes d@faleéiag action
Contributions
5 Stage 7action to improve the problem situation efEekitey]
Guideline 5: Research rigor | acton).
6 | Guideline 6:

Design as a search process
7 | Guideline 7: Communication |
research

Source adapted fronChedklandandScholes (1990), Hevnet al (2004a),Razakt al (2010),
HevnerandChatterjee (2012WVenteret al(2015) Pefferset al(2007, 2012)
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Figure 2 depicts how SSM was integrated with DSR in this study. The use of soft design science
methodologyintegration ofSSMandDSR) enabled triangulation of research methodology to take
place the weaknesses 8 SMwere complemented by strengths of BfeR and vice versa hus,

by integrating SSM with DSR, assisted in achieving relevance and researchutmmtrrigour
(Pefferset al,, 2007, 2012; Adebiyat al, 2012; EbctArreymbi, 2012; Hevner & Chatterjee, 2012)

of the developed artifact titled O6a design

students6 examination resultsdé (Figure 2).

DESIGN SCIENCE RESEARCH(DSR) SYSTEM SOFT METHODOLOGY({SSM)

Stage 1:
Problem unstructured
{presumptions: nature of the problem)

Guideline 1:
Design as an Artifact

v

Finding out

Guideline 2:

Problem relevance Stage 2:

Problem situation structured

v

|
|
|
1
|
|
|
|
|
|
|
|
|
T
|
|
|
|
:
Guideline 3: | Stage 5:
Design evaluation : Comparison of stage 4 with 2
i
|
|
|
|
}
|
|
|
|
|
|
|
|
|
T
|
|
|
|

I

Guideline 4:
Research contributions

Stage 6:
Feasible and desirable changes

l'aking action
h 4

I Stage T:
M EH . .
;;l,l;:::::‘ :} sor Action to improve the problem
S g situation

Real world view

h 4 _—— — — — — — -

Guideline 6: e —m e - —

Design as a search process
g p Stage 4:

Conceptual Models

h 4

Guideline 7:

; N X Stage 3:
Communication of research &

Root definition of the relevant
systems

! |
! I
|
|
! |
! I
|
| System thinking :
! I
! I
! I
|
|
! |
|

|

Figure 2: SSM in DSRadapted from Checklan®l Scholes, 1990; Hevneat al, 2004a; Pefferst al,
2007, 2012; Baskervillet al.,, 2009; Sanga, 2010; Razelial., 2010; Timurtas, 2011; Hevner & Chatterjee,

2012; Venteet al,, 2015)
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122Probl em Statement

Embracing the rapid pace @iformation andCommunication technology (ICThas provided
Tanzania education sector with the opportunity to offer electronic serviessr\eesor e
governmentto the public using web and mobile based information sysiS)($1ahundu, 2015,
2016) Theweb-based and mobile based systems faces a numbgerfattacks threats andsks

in cyberspacgNfuka et al, 2014) Theselnformation Technology (IT) security problenns
attributedby many challenges. One of those challenges issgture system architecture design

in web-based and mobilbasedsS. The insecure system architecture design is mainly contributed
by information system@pplications) being developed and deployed without considering security
requirements in the software development life cy8IBLC) processs(Seacorcet al, 2007; Rico

et al, 2011; Seacord, 2013a; Unuakhalual, 2014) Currently most of attacks target at the
application level(Seacord, 2013b; Unuakhadét al, 2014) Security requirements are not given
priority in SDLC, but considerth thepost development phagdnuakhaluet al, 2014) Thus, the
developed applications are vulnerables to various cyber attacks in cybdéiugeeet al, 2014)

As aconsequenc#or ignoring or downplaying security requremedtging SDLC are quite real

and have significant impact on many organisa{i@i et al,, 2011; Seacord, 20134a)eb based
andmobile based applications are developed without incorporating security requirements during
SDLC and this causesecurity flawsat the final developed artifa@taridas, 2007; Adebiyat al,

2012; EbotArreymbi, 2012; Popa, 20123ecurity flaws intheweb and moibe basedS has been
contributedmostly by design flaws during SDLCAdebiyi et al, 2012; Popa, 2012)ntegrating
securityaspectsnto developedsoftware applications atfanal stage of SDLC has been found to
be more costly than when it is integrated during the early s{&gesord, 2013b)rhe failure to
integrate securityssues aearly stages othe SDLC has beenaused bythe lack of security
awareness and training to developers/arctstananagement and other stakehol@&oneburner

et al, 2004; Unuakhalet al, 2014) Further, the problem hdseen worsened by systems
developers designing architectures and developing welnmahile basedS without using secure
coding standardsprinciples and guidelin€Stoneburneeet al, 2004; Haridas, 2007; Seacord,
2013a) In this study, themain research problem which was addedssasi how t o | mpr o
security in web and mobile bask&iffor education sector in Tanzania througboporatingsecurity

standards, principles, guidelines and strateigies e v e r y p hTaus,ehe roain olgebtieC 0O .
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of this study was to explore sedyriequirementsiuring the designing afystem architecturier

developing a securgeb and mobile basd8 in case of education sector in Tanzania.

Figure3 depicts the background to the problem of insecure systems architecture design for web
and mobié basedS developed after literature review and from our early research works (Nfuka
et al, 2014)

message disclosures ﬂ'/‘
SMS spamming 5@ | .
— ==/ Mobile based sub system <@
denial of services atiacks {DoS) 5@
. { |
. Cybercrimes @ @<= 05 command injection
| | @< directory traversal
| Hacking@ /| f )
| — ) @ = session hijacking
| Maware @ / '

|-"J
[/
J‘-:':
[ @<= cross-site request forgery
| @4 Dos/DDos

| @280<= impersonation

C ":_I.nsecure systems architecture desi & Web based sub-systems

@ = cross-site scripting

requirement gathering and analysis G

N @88 U Lack of security awareness training

design 4= |
A L/ 1&0@ Lack of secure coding standard
coding=—"/8DLC_/ -
. [ _ @ security requirements not incorporated in SOLC
testing 2 | o y reg P

— | |\ 78ecurs-SDLC
deployment &/ \
exam results dissemination £ a
] ] - e-services @ |
Online applications e S

Figure 3: Background to the researchproblem

The purpose of this study was to explore security requirements in SDLC and propose a secure
system archécture design for tackling the reabrld problematic situation dhsecure system
architecture designcase of education sector in Tanzania; using the suitability of soft design
science methodology. The rest of this paper is organized as follows. S2ctimsents the
literature review related to the research problem. Section 3 describes the research methodology
employed in this study. Section 4 to 6 presents discussions on how soft design science
methodology(integrating DSR with SSM) was employed; glevance of integrating DSR with

SSM in this study; problem relevance and root definition using CATWOE analysis. Section 7
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describes the proposed secure system architecture design for tackdiaigwaorld problematic
situationand filling the identified @search gap in terms of knowledgehe field ofinformation

systemésecurityresearchFinally, section 8 presents the conclusion and recommendations.

2., ) 4%2! 452 % 2 %6 ) %7
Societyds increased dependency on neibcrease ked s

in the number of cyber attackSeacord, 2013b; Nfuket al, 2014; Gillland, 2015)Thecyber
attacks are diréed at governments, corporations, educational institutions, and individual
computer systems andhes resulted in loss and compromise of sensitive data, system damage,
lost productivity, and financial log$Seacord & Rafail, 2006; Gilliland, 2019Y1ost of thecyber
attacks are the results of open hdladnerabilities) introduced during S[@L(Seacord & Rafail,
2006; Popa, 2012; Mshangfi al, 2015) The SDLC is théerm in IS which is used to describe the
processfor planning, analysing, designinglevelopng, evaluating / testing, giying and
maintenance o& software producfHaridas, 2007; Popa, 2012hus, tle SDLC is the overall
process of developing, implementing, and retili@ghrough a multistep process from initiation,
analysis, design, implementation, and maintenance to disffsph, 2012; Unuakhalet al,

2014) SDLC includes requirement gathering and analysis, design, coding, testing and deployment
(Haridas, 2007)S-SDLC stresseon incorporating securigspectsnto the SDLQHaridas, 2007,
Seacord, 2013b; Unuakhadtial, 2014)(Figure 4).
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Step 1:
Analysis & 1.1:High level risk 1.2:dentify 1.3:5ecurity Functional
Desgin assessment onthe sceurity Areas requirement and
available FRS and SRS far the security design
Document application considerations

3.2:5ecurity testing
(independent from
33 Regression Functionallity/Quality Step 2: Develop

testing, etc testing)
¥ 2.1:Develop the
security controls
designed
Step 4.Deployment
Y 2.2:Develop security

4.3:Post production
security

3.1.Threat analysis
report(Threat
Modeling)

Secure -5DLC

42Hardenng 4.1: Secure migration » plan & security
- i ] )
e df‘rr:f;;:ﬂ Eﬁtn?fﬂ Step 3: Testing & se?:lj:ijt?c': ;ipng Check‘lc:z };:Fs:d =
production system ) i
production Implementation R

Key: FRS= Functional Requirement Specifications; SRS= System Requirement Specifications
Figure 4: Secure SDLC (adapted fromHaridas, 2007; Brown & Paller, 2008; Popa, 2012,
Seacord, 2013b; Unuakhattial, 2019
Developing secure application requires secure designs and flawless impleme(&damwsd &
Rafail, 2006; Seacord, 2013ecurity flaws in web and mobile based applications today has been
contributedmostly to asign flaws during SDL@debiyi et al, 2012; EbotArreymbi, 2012;
Seacord, 2013a)ntegrating security into software applicationdiaal stage of SDLC has been
found to be more costly than whensiintegrated duringnitial stagegHaridas, 2007; Ricet al,
2011; Adebiyiet al, 2012) The failure to integrate securigpectsin initial stagef SDLC has
beencontributedby lack of security aareness trainintp different stakeholdef&botArreymbi,
2012; Seacord, 2013mnd lack ofsecurecoding standardéSeacord & Rafail, 2006; Ricet al.,
2011; Seacord, 2013)r web and mobile basd&. Thesecurecoding standards a practice of
developing softwarein a way that gards against the accidental introduction of security
vulnerabilitiesduring SDLC(Seacod & Rafail, 2006;Popa, 2012)Defectspugs and logic flaws

are consistently the primary cause of commonly exploited software vulneral{iBiesn &
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Paller, 2008; Gillland, 2015By identifying the insecure coding practices that leatided errors

and educating developers, architects on secure alternatives, organizations can take proactive steps
to help significantly reduce or eliminate vulnerabilities in software before deployfRepg,

2012; Seacord, 2013b; Gilliland, 2019hus,IS such as web and mobile based applicatames
susceptible twarious cybeattacksdue to securityulnerabilitiesexposeduring SDLC (Rico et

al., 2011; Adebiyeet al, 2012; Gilliland, 2015)

The web based applications in cyber space are subject to-atybeks(Nfuka et al, 2014,
Gilliland, 2015) While it is impossible to eliminate all riskrom organizational operations, one
of the most effective ways to protect organization informatésources andssets is through the
incorporation of risk management and seculilyingthe SDLC(Rico et al, 2011; Popa, 2012;
Unuakhaluet al, 2014) The cyberattacks are due to presence of security vulnerabilities caused
by security shortcomings within the overall SDI(Eutcher, 2011; Ricet al, 2011; Gilliland,
2015) The common threats for attacks on web basiedmation systemare:
1.SQL injection attackTajpouret al, 2012)

ii.OS command injectioiPA, 2011; CWE, 2014)

iii. Unchecked path parameter / directory travefRaluse, 2015; Samir, 2015)

iv.Session hijacking attadBharti & Chaudhary, 2013; Bhasti al., 2013)

v.Crosssite scripting (XSSjGrossmaret al, 2007;

vi.Crosssite request forgery (CSRBatarfiet al, 2019.

These attacks are contributed by failure to incorporate the security requiremelifferant
phases 06DLC. Thus, these attacks have been accelerated by lack of security awareness training

as well adack of secure codig standard¢éBrown & Paller, 2008; Popa, 2012)

The mobile basedS in cyber space are subject to cyadtacks. Some of the common attacks
include:

a. Message disclosuré¥ictoria, 2007; HKSAR, 2008Nyamtigaet al, 2013;

b. SMS spammingHKSAR, 2008; Gsma, 201URT, 2015b)

c. Flooding/denial of services attacks (DQHKSAR, 2008;Gsma, 201}

d. SMS phishing (SMiShing)Gsma, 2011Kitindi et al, 2014; Shahriaget al, 2015)
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e. Mobile Malware(Gsma, 2011; PTAC, 2011; Alfalet al, 2015)
f. SMS spoofingGsma, 2011; PTAC, 2011)

There has been a number of studies related to improving security in web based and mobile based
IS for deliveringes er vi ces such as di sseminafiAdagunodof st u
et al, 2009a; Muhamadit al, 2009; Ibrahim, 2011; Zabangwa, 2018pwever, none of these

studies were carried out for designing secure web and mudsledlS for dissemination of
student s6 e x ammeductiantsectomn Tanzasial hid ssudy differentiates from the

rest of the researches mtegratirg design science research with soft systems methodology. For
example, past study Babangwa (203)pr esent ed a syst enDnineantti t ect
SMS Results Dissemination System: ThE awtem o f Z
architecture was designed to enable easy and convenient access to examination results as soon as
they are availdle. Thesystem designeronsidered security for administrative access and user
access to the database; and security architedesign from initial stages of SDL@as not
consideredHence, therés a need to conduct study for designing sed8ror diseemination of

students examination results through integrated platform based on wetobihe phones.

The study byAdagunodoet al. (2009)pr esent ed a systemSMSrUsdri t ect |
|l nt er face Res ulThes@tem aréhiteatige peyentéd esdmsl message service
(SMS) for enabling university students to request examination results, by sending SMS to
designated number along with password. By including password in the same SMS poses a
significant risk, as the SMS sent can be viewed by anyone who accesses thelptsicedly.

Also, the SMS sent without encryption is subject to various SMS attacks. SMS propagate in the
system from sender to receiver and wegsawithout encryptionAdagunodcet al, 2009b) The

study byAdagunodcet al (2009)further recommended additional study for securing SMS User
Interface, and integrating with web bad&d Thus,this necessitata reed to conduct studyp

design securéS for dissemination of students examination results through integrated platform
based on web arfsMS.
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Ibrahim(2011)proposed system architecture fimproved SMS User Interface System to Support
University Services (A Case .Thdsysttnenales studentsa mi c
to accesgheir academic services (such as their study schedules, assessment performance, and
institutionds provision of information to stu
presented a number of issues which include:connection optionsrovided by system through

GSM modem and Internet connectivity to GSM netwdklso, thesecuritywere incorporated

during sending SMS in defined format (Roll humber password keyword Semester) to GSM
network operators along with one time password (QTdahim, 2011) The studyby Ibrahim
(2011)addressed onlgecurity aspects f@MS basedS, and not welbasedsS.

Muhamadiet al ( 2009) proposedS architecture forenhancing theStudent Record retrieval
Systend by having an SMS automatically being sent to each student once a lecturer submits a
markingto their records. The study presented system architecture on how SMS can be integrated
with applications over the Internet and applications within a LAN/WAN/Intrarte¢ weakness

of Muhamadiet al. ( 2009)is thatsecurity issues at varioptases of SDL@as noincorporated

Past studies by Ricet al(2011); Kritzingerand Solms (2012); and Smith (2015) revealed that
insecure system design archicture is due to failure to inaigsecurity requirements in SDLC.

This has been contributeldy the lack of secure coding standard, and security awareness and
training to architects/developers. Many organizations during systems development do not take into
account information risk manament, and typically add security as an afterthought, thereby
neglecting to integrate security throughout the SDAd2biyi et al, 2012; Unuakhaleet al,

2014) this led to insecure design architecturéSofLiteraturereviewshow that requirement phase

of SDLC is the most problematic phase.

Thus, previous literature contributed to ascertaining the research gapcalls fora need to
conduct a research to fill the identified researchsg@pe main research questiarasiihow to

i mprove the security in web .amedollomiogsiblreseardha s e d
guestions were formulated based on the main research question:

Q1:How organization conducts security awareness, training and education to employees?
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Q2:Havestandards measure been established that address secure coding practices, and taken

into consideration during application security vulnerabilities testing in organization?

3.2%3 %! 2#( -1 %4( /9%
The study sempt alpoditt Wdeeossfi godslcio gepneg@r anteitdin of D

SSM)o tackle the real world problematilitowi tuat
to i mprove security in web and mobile based
requirements i natSDonC:s eccateogrh eifng eTdasntziaonni aent ai | s
innovative artifacts to address real worl d or
need to be tackled for iimpreacwirng stylsd @sm tducecthii a
web and mobile based informatitexamystemnal for
education sector in Tanzania. Thus, in addres:

desi gn-bfasre dwealnd mobi | ep phlaiseedd De€Ss i grh es csiteundcye am
integrated with SSM) to tackle the real wor |
(Heventeral 200 4at. #le2f0f0e?r,s 2012; Gr egetr. & 240eldbne r ,
SSMCheckland & Schol E€bat 4A199®&n a Siamtedy. ,,a22201044;; N
Ms haetg.i,al 2\dlt5Sh)out sandwi ching both methodol ogi
of each approach.

In this study mixed research methods (quantitativecpralitative research method#3re applied

for data collection to address the main research problem using two sub research q@@ki#ons

Q2). The use of quantitative and qualitative research methods enabled triangofatsearch
methodgo take place. Triangulation refers to the use of ifiedata collection methods within

one study in order to ensure that the deeper undertsanding of the phenomena are obtained from the
rich data(Hoepfl, 1997) Each method has its unique strengths and weaknesses. By using multi
methods, the weakness of one method was mented by strength of the other method. The
guantitative research method for data collection which was employed was survey questionnaire.
The qualitative research methods which were employed were interview for focused

group/individuals and documentarywiew. SSM integrated within DSR was employed for the
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management of the analysis of data in a systematic Wag.enabled another triangulation of

research methodology.

SSM is a systemic approach for tackling real world problematic situations in aacifashion
(Checkland & Scholes, 1990; Sanga, 20I®)e analysis of the data collected acle cycle were
done wusing AR statistical computing packagedo
complicated (and simple) statistical anadydt is a language for statistical computing and graphics

(R Core Team, 2013). The choice of R was basat@wgapability of R in comparison with other
statistical data analysis computing packages. The Capability Maturity NIGWM), ISO/IEC
21827:2008 was applied to address security engineering aspects, in particular to evaluate their
security engineering pcices and define improvements to enable secure principles are
incorporaéd in all system life cycles o6 (ISO/IEC 21827, 2008)The CMM with a rating scale

of 0-5: minimun 0 and maximum 5 was usedstands fonot performed (nomxistent); 1stands

for performed informally (unplanned/dubc); 2 stands forpartially implemented (planned); 3
stands foimplementation is in progress (planned and tracked}adds forfully implemented

(well defined and auditable);dands fofully implemented and regularly updated (monitored and

audited for compliance).

The sample size for the study comprised of 32 ICT experts and 6 heads of ICT department from
six organizations in eduttan sector of Tanzania. The selected organizationsepresented ds,

L, M, N, O and P. The six organizations selected for study are those which are mainly involving
in the education assessment and management of education. The selection of thezsiongani

were based on their high impact to the whole education sector. In this study, the names of the six
selected organizations referred as K, L, M, N, O and P was not disclosedtiereto ethical

principles of conducting this type of research (Table 2
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Table 2: Description of the organizations under study

SIN

Organization

Description

1

Organization K

This is mandated to recognize, approve, register and accredit unive
operating in Tanzania and local or foreign university level progtasirgg
offered by registered higher education institutions.

Organization L

This is responsible for establishing the regulatory framework for tech
education and training, leading to quality assured qualifications.

Organization M

Its main fundon is handling examinations within the United Republig
Tanzania and to make provision for places and centres for examinatio

Organization N

This is responsible for designing, developing, testing, reviewing a
revising curricula at prprimaty, primary, secondary, special education
teacher training levels.

Organization O

This is mandated for formulation, monitoring and evaluation of

i mpl ementati on of

education press services.

inspection of education séces and infrastructure, library services ¢

policies, t e

6

Organization P

This has the role of coordinating, administration and manageme
education for prgorimary, primary and secondary schools.

Source(URT, 2015a)

4.( |

7 4(%

3/ &4 $%3) "

3#)PA.3H % O 0%4I(0HES3/ ), 3/ 4 59$ 9

Table 3defcts how thesoft design science methodology (DSR integrated with SSMapjiged

in this study in tackling the real world problematic situation: insesyseemarchitecture design

resul

for web and mobile based information systems for dissemination of studente x a ms

of education sector in Tanzania.

Table 3 How the integrated DSR and SSMyuided this study
S/ | DSR How DSR was applied in this study SSM stages integration
N | Guidelines into DSR
1 | Guideline 1:| The viable artifats in this study wer( Stage 12 of SSM was

Design as ai
Artifact

inform of secure design architecture 1
information systems.

integrated into Guideline
of DSR (finding out).

Guideline 2:
Problem
relevance.

The study explored security requireme
in web and mobile basedformation
systems in SDLC; and developed artif
for secure system architecture design
improving security in web and mobi

based information systems  f
di sseminati on of
results.

Stage #4 of SSM was
integrated into Guidelm 2
of DSR; in stage 3, roc
definition of the relevan
systems was defined; sta
4: conceptual model we
developed (system thinking
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S/ | DSR How DSR was applied in this study SSM stages integration

N | Guidelines into DSR

3 | Guideline  3:| The evalutaion was done for develog Stages 5 of SSM wag
Design secure design architecture for informatj integrated into Guideline
evaluation sysems. of DSR; in stage °©

comparisons of conceptu
models in stage 4 with re
world in stage 2 wa
performed (Finding out).

4 | Guideline 4: The research proposed a secure desig| Stage 6 of SSM was
Research architecture for information systems. integrated into Guideline 4
contributions of DSR; in stage 6 feasible
and desirable changes wer
defined (Taking action).

5 The Research rigor was achieved throl Stage 7 of SSM wal
Guideline 5 the use of mixed researchethods ang integrated into Gudeline 5 ¢
Research rigor| approaches in both construction g DSR; in stage 7 action f{
evaluation of the developed secure deg improve the problen
architecture for information systems. | situation.was execute
6 | Guideline 6: Design as search process was achig (Taking acon).
Designasa |through using case studies
search procesg organizationgK,L,M,N,O,P) under study
In education sector in Tanzania

7 | Guideline 7: The results of this styd were
Communicatio | communicated back to organisatig
n of research | under study inform of discussions wi
focused groups; published in internatig
journals.

Source: adapted froMevneret al(2004)andChecklandandScholes (190)

5. RELEVANCE OF INTEGRATING DSR WITH SSM IN THIS STUDY
The SSM was integrated with D3&tackle the real world problematic situation in circular fashion

to determine research relevanBesearch relevance in developing the desired artifact was carried
out in iterdive cyclic fashion using SSMLATWOE analysigFigure 5).The study carried out
research rigour by employing SSiM circular fashion in two cycles. In tHest cycle(Sanga,
2010; Mshanget al, 2015) SSM was applied to carry out investigation on status guseourity
awareness training and education in Tanzania education secto6@M was used to manage the
analyis of datan circular fashion to find desirable changes which need improveiftenanalyzed

data reveals the view when the respondents wemrdaskether the given organization conduct

security awareness, training and education to employees (Q1). In the rating sea]evdd)Ority
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of respondents (59.5% of respondents) revealed that security awareness, training and education
are conducted in adoc (scale 1) to employees; with a mean of 0.59 standard deviation of
0.499.The problem of insecure architecture design for information systems can be tackled by
conducting security awareness, training and education to employees, management argl variou

stakeholders.

In the second cycleg(Sanga, 2010; Mshangt al, 2015) SSM was applied to carry out
investigation on status quo on secure coding practices during systems developme85{D2).

was used to manage the analyis of datanfoircular fashion to find desiradchanges which need
improvement.The respondents in the sestructured interview were asked whether the given
organization has established standards measures that address secure coding practices and take into
consideration common application securitynarabilities (Q2). In the rating scale eB) majority

of respondents (66.7% of the respondents) revealed that organizations have not established
standards measures that address secure coding practices; with a mean of 0.33 ardl stand
deviation of 0.516The problem of insecure architecture design for information systems can be
addressed by establishing and implementing standards measures that address secure coding

practices, and take into consideration common application security vulnerabilities.

6. PROBLEM REVANCE AND ROOT DEFINITION
The problem relevance was detemetd using CATWOE analysisThe CATWOE analysis is the
tool which was developed §myth and Checkland inL976 thiswasemployed to determine the
problem relevance and root definition of the complex messy real world problematic situation
facing education sector in Tanzanldne CATWOE is a mnemonic with 6 elements; where:
C: CustomerClient: beneficiary owictim of the system's activitfindividual(s) who receive
the output from the transformation.
1 A: Actors: those individuals who would DO the activities of the transformation if the system
were made real System.
1 T: Transformation: the purposeful activity>@ressed as a transformation of input to output;
the process that turns the inputs into outputs (Inplit--> Outpuy.
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a German word that i

of the situation. It is the person's wbiew and beliefs, which makes the T meaningful.

1 O: Owner: the wider system decision maker who is concerned with the performance of the

system; those with formal power to stop the transformation.

1 E: Environmental Constraints: the key constrains outside tystem boundary that are

significant to the system. It refers to elements outside the system which are taken as given.

The study applied the CATWOE analysis to define and identify the problem relevance (DSR

guideline 2) by asking at least three questionCATWOE analysis. The questions asked includes:
what the study is trying to achieve (W)?; How(T)?; What constraints itf(Eecklandand
Scholes, 1990; Basden, 2003he results of CATWOE analysis in tligidy are summarized in

Figure 5

ﬁCIients: Society: parents, relatives, friends. )
fActors: students, systems developers, architects, management
of the organizations responsible for exams results.
fITransformation: train devel opers to use secure coding
standards during SDL C; security awareness training and
education to different stakeholders: developers; architects,
managements and different stakeholders.

W eltanschauung: improve security of web and mobile based
applications.

ffOwner: top executives of organizations responsible for exams
results.

fEnvironmental Constraints: network infrastructures, Mobile
telephone operators; Internet connectivity and bandwidth;

through integration of security in
PN g €g Yy

\Cyber crime laws; private laws; cultures; Policies

J

4 I
The main research problem:
How to improve security in web
and mobile based applications

every phase of systems
development life cycle(SDLC);
case of education sector in
Tanzania

- 4

Figure 5. CATWOE analysis for secure system architecture design
(adapted fronCheckland an&choles, 1990; Basden, 2003; Raeakl, 2010)
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The soft design science methodologsas employed to produce the dedir@tifact. The rich

picture;roct problemdefinition (CATWOE analysiy (section 6)and results from research rigour

(section 5)were appliedin designing and creatingf innovative artifact for secure design

architecture of information system$he processwas iterated by comparing realvorld and

conceptual worlduntil the specific requirementwere met in the transformation process of

designing of secure arch

itecture of i nfor mat i
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results. The proposed secure design system architecake into account security measures
against cybeanttacks affecting ISs in cybspace.The common cybeattacks affecting IS
includes SQL injections, OS command injection, unchecked path parameter / directory traversal,
session hijacking, crosste scrpting and crossite request forgery (CSRF), message disclosures,
SMS spamming, DoS and SMS Phishing.

The proposed secure design architecture comprises of webnahile based susystems
integated with securSDLC (Figure 6. It support both push and [blBMS messages for
dissemination of examination results. Push messages are those SMS that the organization chooses
to send out to a mobile subscriber (student/stakeholder), without the mobile subscriber initiating a
request for the information. Pull megea are those SMS that are initiated by subscriber
(student/stakeholder), using a mobile phone to obtain information or perform other operations. The
designed architecture follows secure SDLGBLC). The components for securities of
requirements in the pposed secure desiggstemarchitecturgFigure § are as follows:

i. Two sites (primary and secondary site) to ensure availability and recovery in case of disaster.

ii. The traffic which involves sensitive information should be encrypted (TLS/SSL)

iii. Protect thednternet accessible servers by more than one layer of security; demilitarized zone
(DMZ), intrusion detection systems (IDS), intrusion prevention systems (IPS), web
application firewall (WAF) and network firewall.

iv. Encrypt the SMS communication channelotigh Virtual private network (VPN) to GSM
network

v. Access of exams results: enter correct exam number, exam type, exam year and PIN (personal
identification number) for web based sub system.

vi. Users for bulk SMS are authenticated by IP, port number, usemrahgassword

vii. SMS request is sent to SMS short code in defined format and transmitted over secure SMPP
or HTTPS protocol to the respective GSM network operator.

viii. Implement security at multayers (network level, database level, application level, web
serverand DNS level) using security best practices such as access rights based on principle of

least privilegesupdate patches of OS and database management system.
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Key: FRS= Functional Requirement Specifications; SRS= System Requirement Specifications
Figure 6: Proposed secure architectural design of information system

22:Develop security
plan & security
checklist based on
the SFR

71We8ased Sub System for Dissemination of Stuc
This sub system provide interface for user (e.g. student) to enter exam type, exam year, candidate
numberand PIN Figure 7 to get exam results; and should run over HTTPS (SSL/TLS). It consist
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of web application firewall (WAF) for protecting against security attacks. According to the
OWASP (2015c)a web application firewall (WAF) is an appliance, server plugin, or filter that
applies a set of rules to an HTTP conversation. Generally, these rules cover common attacks such

as crosssite scripting (08S) and SQL injection.

...........................................................................

GET STUDENT RESULTS
Exam Type: Select Exam Type E
Exam Year: | Select Exam Year E
Candidate Number:

PIN:

Flgure 7. User interface for requesting results in Wekbased platform

72SMS I ntegrated Sub Syst e®Exami nbatsiscems nRad s wlnt
Student/stakeholder request exam results by sending SMS to SMS short code inuthber

defined format, the format of SMS (in Swahili language words) is matokeo*centre
number*candidate number*exam type*exam year. For example, matokeo*S1665*k4*2014 for

form four examination results for year 2014 (Fig8ye

PATA MATOKEO KWA SMS

Tuma kwenda namba 15311

jinst ya kutuma uyjumbe

1. Kupata Matokeo
Andika
matokeo*centre number*candidate numberexam type*exam year
Mfano

mMatokeo*S1665*0041*k4"2014

matokeo*MO0110*0003*qt*2014

2. Kupata Rank
Andika: rank*centre number*exam type*exam year

Mfano - rank* SO101*k4*2014

Figure 8: How to send SMSor exam resultsschool ranking (NECTA, 2015)
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Table4 depicts the steps involved in sending and receiving SMS in the proposed sestane
architecture design. SMS Gatayvused for this case is Ozekif@@zeki NG, 20153)but can be
substituted with any other gateway such as Kannel SMS Gat&amayel.org, 2014)

Table 4: Steps for sending and receiving SMS in SMS sub system

SIN | Steps in sending and receiving SMS
SMS Sending Phase

1 | The student/stakeholder prepare/compose g Ssing mobile phone/ device (computer
application) in the required format (Figure 7).
2 | The student/stakeholder sends the SMS to SMS short code, for example 15311.
3 The SMS is delivered to the SMSC of GSM network operator; and SMSC route the SV
SMS-Gateway based on poefined routings

4 | The SMS gateway processes the incoming SMS request, and the SMS is stored in inc
messages table at SMS gateway (ozekimessagein);
. The SQL for incoming SMS processing is as follows:
INSERT INTO ozekimessageisender, receiver, msg, senttime, receivedtime, msgtyp
operator) VALUES (‘$originator','$recipient’,'$messagedata’,'$senttime’,'$receivedtim
‘$messagetype’,'Soperatornames’).
SMS Receiving Phase
5 | The SMS gateway processes the stored incomirsgages at SMS gateway application; a
the output is inserted into output table at SMS Gateway application. The SMS Gatewa
the output from outgoing messages table (ozekimessageout) to SMSC. The SQL for o
SMS processing is as follows:
SELECT d, sender, receiver, msg, msgtype, operator FROM ozekimessageout WHER
status='send'
6 | SMSC send the SMS to student/stakeholder mobile phone; and mobile user receives t
when phone/device is active.

The student/stakeholder gets the feedback ingtémbough SMS if the mobile phone/device is
active; if not reachable, the user will receive the SMS later when his/her mobile phone/device is
active and reachable. SMSC keeps on trying sending the SMS to check if the mobile phone/device
can be reached uhthe SMS expiration period is reached. The communication between database,
SMS gateway and SMSC is encrypted by site to site VPN. Site to site crypto map is constructed
for each SMSC in the router. Tabl@épicts an extract of router configuration $ite to site VPN

crypto map.
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I ---  Configure an ISAKMP policy
I ---  Phase 1 Negotiations
crypto isakmp policy 10

encr aes 256

authentication pre - share
group 2
I ---  Specify the preshare d key " hasdd#$$qq " for ORGANIZATION X and Y

crypto isakmp key hasdd#$$qq address 220.211.30.5

I ---  Configure IPsec policies and specify the transform sets
I ---  Phase 2 negotiations
crypto IPsec transform

I ---  Specify IPsec to use the transform -set flaes2560 configur
I --- Match address specifies the traffic to be encrypted

crypto map ORGANIZATION_X_Y10 IPsec - isakmp

I ---  Sets the IP address of the remote end to Organization Y

set peer 220.211.30.5

I --- Speci fy IPsec to use the transform -set flaes2560 configur
set transform
I --- Match address specifies the traffic to be encrypted
match address 100

- set aes256

- set aes256 set esp -aes 256 esp - sha-hmac

Source: adapted fropeplink.com (2014)

73System Connect iMakiyl eOpNeatowosr kkso t he

There exist several options to connect SMS based information system to the mobile network, the

common one are GSM modem based wireless link and IP SMS connections to the mobile network

operator(s). By default these connection optionsatesecure, hence security measures such as

use of SSL/TLS is required depending on the security requirements of a given information in

information systen(Kitindi et al, 2014) The Proposed semiarchitectural design of information

system

for

di ssemi nat i orFigoré § isbasedion mteraed Pradokoh mi n a

(IP) SMS connections to SMSC mobile network or SMS service provider. The description of

system connectivity options given below.

7.3.1. SMS Messaging with a GSM Modem/GSM Phone
In this connectivity option of system to the mobile networks, SMS gateway operate the GSM

modem/GSM phone to send and receive SMS messages wirgl@zski NG, 2015a)Some of

the advantages of this option are: Internet outages will not stop the systansdraling or

receiving messages; it is cost efficient; and it can be set in short time. Some of the limitations of
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this option are: low volume of SMS per day, for example 12000 SMS per day; the mobile phone
subscription on the SIM card might run out of ragnand a wireless connection can also fall
(Sangeet al, 2014; Ozeki NG, 2015)

7.3.2. SMS Communication through the Internet (IP SMS)

The Internet based SMS connections are also called Internet Protocol (IP) SMS connections. These
connections use Transmission Control Protdatafnet Protocol (TCP/IP) link to connect to the
SMSC of a mobile network or SMS service provider. In this TCP/IP link, an upper layer protocols:
Short Message Pe@r-Peer (SMPP),Computer Interface Message Distribution (CIMD2),
Universal Computer Protot@JCP) and HTTP are used to send and receive the megKatyasi

et al, 2014; Ozeki NG, 2015byome of the advantagesthbis option are: high speed, for example

500 SMS messages per second; problem with GSM wireless links does not affect the system. Some
of the disadvantages of this option are: it can be time consuming for signing contract(s) with mobile

network operatorgzan be expensive; and takes more time to §@apki NG, 2015h)

8.#/ . #,53)/ . ' . $ 2%#/ --%. $!4)/ .3

The study employedoft design sciencenethodologyto address the research problem. The
research problem was how to improve the security in web and mobile based information systems,
case of education sector in Tanzailiae identified research géihe problematic situation) in this

study was insecursystem architecture designdue to the failure to incorpomtsecurity
requirements in SDLC whichre contributedby lack of secure coding standards; and lack of
security awareness training and education. The study found that security awareness, training and
educdion in Tanzania education sector is at low level (scale Qorrexistence/adhoc) with a

mean of 0.59 and standard deviation of 0.499 in rating scaléaiffCCMM. Further, the study

found that establishments of standards that address secure codirgepriacat low level (scale

0-1: nonexistence/adhoc) with a mean of 0.33 and standard deviation of 0.516 in rating scale of
0-5 of CMM. Thus, organizations should conduct security awareness training and education to
developers, systems architects, mamagnt and other stakeholders. Furtbeganisations should

developsecure coding standarttsimprovesecurity in web and mobile baskl
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The study propose a secure desi gmfday dteesm gaar cstc
met hodloHmrgoyposed secure design system architec
sudbystems integPbRLt.@dl hvei tshecuaccurdeesi gn system

p
S

sh and pull SMS messages for di sseme ndhddgiogin c
stem architecture is not |imited to dissemi
l ude other services, such as registration

s/ examinati on f eeadl esttat uasb saelndarete,i s mt tad redr & n

nw O S <K C

o un Q@
~—+
nw D 0w < u o O

essment (CA) alert, examinations time tabl e
dying materials for given subject/ course 1
ign asgsieémcture accomodates sublgasji bas am
i chewlf@O0ddyue the need to have many modul e
ul t smoddeulliev.erTfyhe proposed architecture desi
coll eges or universities in Tanzania. The stuc
of Soft Design Science methodol owoyr | d yp rdeebvlied noe

situati on.
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Factors Underlying the Choice of Information and Communication

Technologies among Small holder Farmers in Tanzania
Fredy Timothy Mlyavidoga Kilim#, Alfred S. Sifé and Camilius Sanga

Abstract

Information and communication technolog{EsTs) are increasingly being adopted and integrated

in agricultural activities. The use of |1 CTs i
attributes. The relative I mportance-economd hese
variables and perceptions. However, there is dearth of studies that have comprehensively assessed
and delineated the use of I CTs in Tanzania ac
factors underlying far mer s 0y, mdbie phoree olyeahdwheee n  u s
combination of these using a multinomial logit model. Results reveal that males are more likely to

use mobile phones or both radio and mobile phones (p < 0.1). Young farmers are more likely to

use mobile phone (p <0.05)orbhot r adi o and mobil e phones (p <O0.
can facilitate the use of mobile phones (p < 0.1) while high cost of use can significantly reduce the
likelihood of using these devices (p < 0.1). Poor access to electricity can reducestrexipod

using any of the technologies within the choice domain (p < 0.05). Inappropriate programme or
content can undermine the use of mobile phones or both radio and phones (p < 0.1). llliteracy is
another factor that can undermine the use of mobilegsonly (p <0.1), radio only (p < 0.05)

and both radio and mobile phones (p < 0.1). The implication of the findings is that there are

common and usegpecific leverage points for promoting the dissemination of information and
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knowledge in farming communés. These include understanding and addressing needs of
potential users (content); enhancing access to electricity and making ICT programmes rmore user
friendly. Future studies could incorporate more variables and attempt to identify the actual use of

thesetechnologies among farmers.

Key words: Choice, ICTs, Smallholderdfmers, Multinomial Logit Model

IJCIR Reference Format:

Fredy Timothy Mlyavidoga KilimaAlfred S. Sife and Qailius Sangg Factors Underlying the
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1. Introduction

There has been a dramatic shift from fé@éace mediated communication to the use of radio and
more recently newer forms of information and communication technologies (ICTs) (DetJong

al., 2003; Lwoga, 2010 ; Sangtal, 2013; Sifeet al,, 2010). A significant number of ICT devices

in Africa and other emerging and least developed countries (LDCs) have been acquired during the
last two decades (Campbell, 2001; ITU, 2002). Thesmtdogies are increasingly being adopted

and integrated in various endeavours of human life including agricultural activities. Since many of
the owners of ICT devices are new, the devices are likely to be mainly used for sharing knowledge
and information tan production purposes (Mbarika, 2002). Integration of ICTs in production
activities is therefore an important milestone towards business applications that require acquisition

of relevant skills by users.

In general, there is a consensus that ICTs ideal means to reduce communication and
coordination costs and transform farmerso | iv
the provision of agricultural services that are usually offered throughtdefeee interactions
(Richardson, 2005; Sgaet al, 2014). This potential can only be realized if farmers are willing

and able to use the technol ogi es. However, th
ICTs which in turn influence the use of such technologies. For instance, liéeshtaws that the

technologies that farmers adopt tend to vary according to perceived usefulness, appropriateness,
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reliability and effectiveness\eke et al, 201). Moreover, the actual choices that farmers make

have also been associated with factofseotthan the technology itselAiin and Li, 2014,
although the relative i mportance of-ecriorice f ac
and perception variables.

There is substantial coverage of the extent of use and business applicat©fs wof literature

(Esselaaket al, 2006; Duncombe and Boateng, 200@don, 1997). However, there is dearth of
studies that have comprehensively assessed an
profile (O6 n e i I|). Thustlifete @s a neddr communitywide evidence to assess potential

ef fects o-4conomievarallles snahe use of ICT devices. The objective of this study

was to examine factors underl yi ndasddaneaneaf s6 c
communication. Te intent was to assess factors underlying the choices of these means in
Tanzania using data collected directly from individual farmers. Since there is no single measure

of ICTs use, the study treats the uses of radio and mobile phones separately a&s tivell
combination of these as surrogates of I CT wuse
choice of the ICTs is crucial in crafting appropriate strategies for effective sharing of knowledge

and information in farming communities. This inrt@erves as a basis for selective dissemination

of usertailored agricultural information.

2. Literature Review

21Factors influencing farmersé decision to use
Technology adoption theory reveals that farmers face unique preferences, risk a#titddes
circumstances that influence their innovations and technologies theyAnme &nd Li, 2014;

Duncombe and Boateng, 2009; Essektaal, 200§. The adoption and use of a technology is
normally influenced by its attributes along with appropriaterm@ssompatibility with farming
environment, availability of technical support, perceived cultural influences and economic
motivation (Kilimaet al, 2010; Nwaobiala, 2014). The theory also suggests that the relative
importance of these factors differs medky across locations and reflects the diversity in social,

cul tural, economi c, environmental, and- i nst.i

making processes (Kilimet al, 2010).
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There are several soeexonomic variables that determine tmeans through which farmers
receive information. One of these variabl es |
to use those means of communication they can afford even if other advanced means are available
(Aker and Mbiti, 2010). On thelm¢r hand, the probability of having appropriate ICT transmission
infrastructure is associated with demand factors such as population density and per capita income
(Buyset al, 2009). With regard to age, young and old people exhibit different prefer@mtes

risk attitudes. Morris and Venkatesh (2000) reveal that the use of ICTs among younger people is
more likely to be influenced by their ability to acquire and use the devices whereas subjective
norm$ and perceived behavioural control are likely touefice the use of such devices for older
people. The value that users attach to devices such as mobile phones is also influenced by age.
Wilska (2003) noted that young people tend to attach higher value to ICT devices than old people.
Moreover, young pgile are generally perceived as more pragmatic, knowledgeable, aware and

open to new technologies than old people (Cant and Shen, 2006).

Mendés and womends decisions to use technol ogi
usefulness and ease of (¥enkatesh and Morris, 2000). Furthermore, Magtial.(2005) argue

that these differences might be more apparent among older than younger women. Thus there is a
likelihood that technology adoption can vary not only between men and women but alserbetw
different age groups of women.

Literature reveals that | evel of education 1in
et al, 2001). Effective use of ICTs requires some levels of knowledge, skills and innovativeness

that are acquired tbugh formal training and experiential learning. Inability to understand

| anguage (e. g. English) can severely under min
some verbal and written communications. However, Baliamaute (2003) argues that the

di ffusion and use of I CTs may not be correl at

6 Subjective norms can simply be defined as motivating influénge 2y $Qa LISNDSLIiA2y&a 2F 6KIG 20KSNAR 6 yi
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note that skills for effective use may be acquired after adoption through repeated use and
consultations with more experienced users.

There are several lodr individuaispecific attributes including their perceptions about
technologies that can potentially influence the use of ICTs (Geffem., 2003a). Perceived
usefulness, defined as userds subjectildTe asse
wi || increase performance of some core activi
perception domainWanget al, 2003) Other variables are perceived ease of use and actual use
behaviour (Davis, 1989; Gefest al, 2003b). Perceivedase of use is defined as the degree to
which I CTs are easy to understand and operate

intentions that are determined by his/her attitude towards the technology.

2.2 Conceptual framework

Models that seek toimvst i gat e peopleds intentions to use
evolved over time. Earlier applications of these models were predominantly in disciplines such as
psychology and sociology (Venkateshal, 2003). However, these models have beemmckd

to suit varied uses such as innovation diffusion, economic constraints and adoption perspective
models that have extensively been used to model the adoption of agricultural technologies (Kilima

et al, 2010).

The technology acceptance model (TAMIs been widely used to model the adoption and use of

a wide range of ICTs (Aleket al, 2011; Amin and Li, 204; Davis, 1989; Dulle and Minishi
Majanja, 2011; Venkatesh and Davis, 2000). This model is considered to be robust, powerful and
parsimoniousdr predicting acceptance in the information technology domain. In the context of
this paper, the adoption of ICT devices is defined as a process through which potential users go
through before the actual use. This process is bound to follow the fives sthgechnology
adoption where they become aware of the technologies, gauge whether the technologies are for
them or not, decide whether to adopt or reject before they actually acquire relevant knowledge and
skills for effective use (Yokt al, 2003). Tis process is likely to be influenced by all factors that

are included in the TAM. This study, therefore, employed TAM to assess causal linkages between
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variables hypothesized to influence far mersbo

and he combination of these (Figure 1).

Perceived Usefulnesg

(PIN S

External _—
ema Behavioural | _* Actual

. Attit
Variables ude

Towards

Intention to

Use

Perceived Ease
of Use

Figure 1: Technology Acceptance Model (Davis, 1989).

Figure 1 reveals presence of external factors underlying the use of the ICT devices considered.
These factors include all soeswonomic factors disissed in section 2.1 that determine the
usefulness (loop 1) and the extent to which the devices can be understood and operated by famers
(loop 2). Moreover, perceived ease of use can also influence the perceived usefulness of ICTs
(loop 3). In turn, the@r cei ved wuseful ness play a role 1in
technologies (loop 4) and their behavioural intentions to use the technologies (loop 5). Like
perceived useful ness, farmerso6 attituda towa
intentions (loop 6) which will finally determine whether they opt to use radio and/ mobile phones

(loop 7). The actual decision is then modelled following a random utility theory for a user with

multiple choices/options

2.3 Theoretical and empirical motse
Economic theory shows that a userakes a randorchoice from a set of available communication

devices, | =1,2,...k, to attain certain level of utilityj. The decision of whether or not to use a

particular ICT device is usually made afteeighing marginal benefits and costs from all

alternatives. The outcome of the decision is normally the one that gives the greatest utility and is
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observable, although the utility underlying such a decision is not observable (Green, 2000). This

utility function comprises deterministiv/i() and stochastic componer(tgj)as shown in Equation

1
Ui =Vij T g, il N; 1)

The dependent variableJi) is a random utility associated with the choice, and the deterministic
component isan index function representing an expected utility for an agent who is making this
choice. The stochastic component is an agpetific random error associated with his/her choice
(McFadden, 1976).

Since the stochastic component is not observableshtbree made is not precisely predictable,
although the probability associated with each oktbleoices is derived upon estimation. Thus, an
agenti will choose alternativgif and only if the utility associated with its use is greater than the

utility derived from all other alternatives (Equation 2):
Ui > Uik "Lk (2)

Analytically, the relationship between choices and factors influencing the choices is normally
estimated using a multinomial logit model (Bardretnal, 2012; Abdulai and Bachi, 2009;
Winkelmann and Winkelman, 1997). This model is normally applied when the dependent variable
has more than two mutually exclusive and exhaustive choices that cannot be ordered. This model
assumes that the lamids of each outcome follow a lime model that is mathematically expressed

as shown in Equation 3:

nik=|09—(r(y'—)-ak+xiibk (3

7 Thisratio is literally defined as the probability of an event happening to the probability of not happening.
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Note that Pr(y,=k)denotes the probability that th& response falls in th&™ category,
Pr (y,....yy), is the probability distribitn of the counts ofy;, for all cases in thé" category,a

is a constant whereas, and X are vectors of regression coefficients and secionomic and

perception variableassociated with thi" decision maker, respectively. To empirically estimate
equation (3), the authors maintain the hypoth
sociaeconomic and perception variables. A multinomial logit model is adoptecamiee

farmersd choice of | CT s(y)isteatedas & finetionofindépendento f |
variables(x) that influence the choice of tfif decision maker and is given as shown in Equation

4.

€0 = If rely onface- to-facecommunicaion only

expb, xi 1= usegadio on
Pr(yi:|<|xik):3p—kx',"|<:o,1,2,3{2_If . th 4
& expb, xi 127 uses mobile phone only
k=0 | 3= If usegadioandmobie phones

Theauthors acknowledge the likelihood of some farmers owning mobile phondsWiteteivers

implying that options 1 and 2 in Equation (4) are not necessarily mutually exclusive for these
farmers. However, it is important to note the inclusion of optiontBimthe choice domain that
captures all those who use radio and mobile phones either as separate or combined devices.

Independent variables that are included in this model are described in Table 1.

Table 1: Description of independent variable

Variable Description Types Unit of measurement
AGE Age of household head Continuous Number of years
SEX Sex of household head Binary O=female, 1=male
INCOME Annual income Continuous Tanzanian shillings
COST Farmers' perception of the cost Binary One for farmers reportini
using ICT devices inability to meet cost of us
as a constraint and; zer
otherwise
ELECTRICITY Farmers' perception of the Binary One for farmers reportin
access to electricity poor access as a constra
to use ICT and; zen
otherwise
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PROGRAMME Farmers' perception of wheth Binary
programmes offered through tt
devices are appropriate

ILLITERACY  Farmers' perception of the Binary
literacy (a surrogate measure
explicit and tacit knowledge)

One for farmers reportini
inappropriate  programm
or content as a constraint
use ICT; zero or otherwise
One for farmers reportini
illiteracy as a constraint t
use ICT and; zer
otherwise

The prior expectation was that farmers who are relatively young might be more willing to use ICT

devicesbecause they are more willing to spend and take risk than those who are old. Sexual

differences can influence the choices of ICT devices, but it is difficult to speculate which choices

will be favoured by males or females. Farmers with more earningikelgetb be more capable

of adopting and using the devices. However, those who perceive the cost of use, poor access to

electricity and illiteracy as constraints, are less likely to adopt the devices. It is important to note

that the relative importance tfese factors is bound to vary across the devices considered.

The model was estimated in STATA using a maximum likelihood estimation method after

performing two robust tests. The first test was meant to test for the presencesefestibn bias

as tle choice made might be influenced by variables other than those included in the empirical

model such as differences in risk attitude and human capital. These differences can significantly
influence their abilities to learn about and use the technologasa(kt al, 2003; Mosley and
Verschoor, 2005). When choices are manifested by these unobservable factors, farmers may

predominantly choose some options than others leading to selection bias problem. The best way

to account for this potential problemasmodel the use of ICT as a tétep procedure with device

choice first followed by a similar model that controls for the influence of unmeasured or

unobserved factors (Green, 2000). Thus, a multinomial logit is adopted asstafjestmodel to

identify the determinants underlying the choice of ICTs. This model is then used to construct the

selectiod orrection term i . e. l nverse Mill 6s

rat.

to control for potential selection bias. Previous applicatadribis correction method involving

probability models have reported significant improvements in parsimoniousness of parameter

estimates (Blacklow and Nicholas, 2008; De Vregteal., 2010).
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The second (Suesiased Hausméntest was performed to evateavhether the assumption that
the ratio of the choice probabilities for any two alternatives for a particular observation is
i ndependent of any other alternatives. This
from Irrelevant Alternatives (I A) 0 -Aki& etral, 1997). The results revealed that the IIA

assumption was not violated.

3. Data and Data Collection

Data on the variables included in the empirical model were collected in 2013 from a random
sample of 1029 famers using a questionnalieese farmers were randomly drawn from a
population of farmers in 11 regions of Tanzania during the implementation of a research
programme titled EPINAY The regions covered during the study were Arusha, Dodoma, Iringa,
Kilimanjaro, Manyara, Mbeya, Morogo, Njombe, Kilimanjaro, Simiyu and Singida. The sample
included 16% farmers who relied on fate-face communication only. There were equal
proportions (12% each) of farmers who relied on radio only and mobile phones only. About 59%

of the farmers in theample used both radio and mobile phones.

8 The Hausman and Smédbiao tests were not performed because results from thesestesty be inconclusive or even contradictory (Long
and Freese, 2003 & 2006).

9 The programme for Enhancing FPoor Innovations in Agricultural Value Chains (EPINA%A Norwegian Government Supported initiative
that was implemented by the Sokoine Unisigy of Agriculture (SUA) and the Norwegian University of Life Sciences (NMBU) in collaboration
with other partners within Tanzania and Norway.
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4. Results and Discussion
Results from the multinomial logit model, after controlling for-selfection bias, are presented in

Table 2 and discussed in subsequent sections.

Table 2: Multinomial logit estim ates for ICT device selection after controlling for selection
bias

2) (3) (4)
VARIABLES Mobile  phones Radio Both radio and mobile phones
only only
SEX 11.14* 7.191 9.542*
(5.729) (6.169) (5.675)
AGE -0.173** -0.110 -0.158*
(0.0861) (0.0940) (0.0855)
INCOME 1.53e06* 1.07e06 1.23e06
(8.68e07) (9.33e (8.59e07)
07)
COST -4.723* -4.210 -4.052
(2.576) (2.697) (2.556)
ELECTRICITY -10.08** -9.727*  -9.607**
(4.405) (4.472)  (4.390)
PROGRAMMES -18.68* -15.02 -16.69*
(9.540) (9.851) (9.514)
ILLETERACY -9.281* -9.821*  -8.174*
(4.847) (4.953) (4.837)
IMRs -13.31* -11.64 -12.33*
(7.075) (7.244)  (7.051)
Constant -43.87* -42.44*  -39.75*
(24.07) (24.48) (23.98)
Number of observations 1029
Log-likelihood ¢? -157.60"*

The coefficients are relative risk ratios (rrr); standard errors in parentheses; *** p<0.01, ** p<0.05,

* p<0.1; Faceo-face communication is the base category.

The study findings in Table 2 show that males are more likely to use mobile phones lowtly or
radio and mobile phones than women (p < 0.1). The findings reveal that being a male multiplies
the odds of using mobile phone only rather than-fadace communication by almost 11 times
compared to being a female when other variables are sifilarodds of using radio and mobile

phones rather than fate-face communication are also multiplied by almost 10 folds for male
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than female users when all other variables are similar. The data shows that male users of mobile
phone accounted for almost 23#the total while female users accounted for almost three percent

of the total number of mobile phone users. The proportion of male using both mobile phones and
radio was almost four folds (44%) the portion of females using these communication devices.
About 70% of the females suggested that the programmes that were offered through the mobile
phones were inappropriate to their unique contexts against 57% of the male users who felt so. Also
the data show that about 70% of females and 54% of male usathahbbile phones and radio
reported the programmes offered through these devices to be inappropriate to their use contexts.

These results imply that men and women have unique communication needs.

These results conform to those of earlier studies ofntitisre which found that men tend to rate
advancement and earning power more highly than women who attach more weight to interpersonal
aspects, quality of service and other physical and environment attribotese(et al, 1980).

Evidence from developingountries reveals that women with similar education and income with

men are less likely to listen to radio than men, despite being at home more often th@irlvagial (

etal, 201Q. Some of the reasons to justify this difference are related to thigrgees, attitudes

and behaviour (Mitrat al, 2000; Wanget al, 2009; Morley, 2005). Other reasons are related to
socially-based division of labour in those countries where women tend to be more occupied with
family obligations (Nicholl, 2006; Rathgeye2000). Moreover, culture and norms that limits
womenods freedom to choose which programmes to

are present, have also been ech&itivjald et al,, 2010.

In the context of this study programme is definednean all usetailored services and/contents

that are either Hibuilt or provided through the ICT devices (e.g. contents of radio broad cast). A
detailed analysis of its relative importance as shown in Table 2 reveals that inappropriate
programme or contd can undermine the use of mobile phones or both radio and phones (p < 0.1).
The odds of using mobile phones only and both radio and mobile phones insteadtofféaee
communication are 19 times and 17 times lower, respectively among farmers perceiving
programmes offered through these means of communication to be inappropriate relative to those

who do not. There is sufficient evidence that users of ICT devices have unique preferences with
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respect to content of programmes. Cooper (2006) argues thatiedaksoftware might be more
appealing to boys than adult males and females. Similarly, programmes that are watched by men
may differ markedly from those watched by women. Certainly, these preferences could vary across
profiles of users considered, basea a wide range of their soeexonomic and perception
variables including those discussed in this paper. The implication of these findings is that
programmes and/software that aréinilt or installed in ICT devices can influence the actual use.
There isa need for providers of the ICT mediated communication and regulators of these services
to team up in identifying real needs (both in terms of content and software) and thrive to devise

appropriate business models to meet these needs.

In terms of skillso use the mobile phones, this study found a higher proportion of women (81%)
reporting being less skilled than men (65%). Similarly, the proportion of female users of both
mobile phones and radio reporting these deficiencies was higher (76%) thanntiade ofkers of

these two devices (66%). Moreover, this study found a higher proportion of male users (6.4%) of
both mobile phones and radio than male users (2%). Other studies have also found higher level of
competence in using ICTs among men than womeazgkhet al, 2013) as they tend to have
higher levels of educatiom&ta and McNamara, 2016; Geldof, 2011). The findings of this study

support the view that the prospect of using ICTs is higher among males than females.

According to the results present@dTable 2, illiteracy can undermine the use of mobile phones

only (p <0.1), radio only (p < 0.05) and both radio and mobile phones (p < 0.1). The odds of using
mobile phones only and radio only instead of feéace communication are 9 times and 10 8me

lower, respectively among farmers perceiving illiteracy to be a constraint in using the devices
relative to those who are not. Gender analysts have revealed notable differences between male and
female users of ICTs in developing countries with respebtioliteracy along with competencies

to use these deviceBitkhausemland StiensmeiePelster, 2003; Vekiri and Chronaki, 2008). This

study also found higher literacy among male than female users of ICT devices. The differences
could be an outcome of@ompl ex relationship with variabl
education levels among others. In general, these findings underscore that deficiencies with respect

to practical skills and language can discourage some of the potential users from usimeg mobil
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phones and radio as means of communication. Adeng solution to these deficiencies could be

to enhance their knowledge levels and skills throughtaslered capacity building programmes.

The results presented in Table 2 show that young farmermsaeelikely to use mobile phone (p

< 0.05) or both radio and mobile phones (p <0.1). The results show that the odds of using mobile
phones instead of fagde-face communication decrease by almost 17% for each additional year
among those who were actualiging the ICT device. The decrease was slightly lower (about 16%)
for those using both radio and mobile phones. The data show that about 47%, 47% and 49% of
users of both mobile phones and radio, mobile phones only and radio only were below 45 years,
respectively. About 28% of the users of mobile phones and radio, 37% users of mobile phone only
and 33% users of radio only were-88 years. Users above 60 accounted for the smallest portion

of users under each of the three categories of ICT devices caukidehis study. It is important

to note that the proportions of users of the ICTs among those below-86,a4fl above 60 years
reporting high cost of acquisition and/use of the ICT devices as constraint were 46%, 49% and
54%, respectively. Several ottetudies have found higher preference for ICT use among younger
people in farming communities or rural areas (Dhaka and Chayal, 2016; Adekoya, 2006; Geldof,
2011). The higher preference for ICT use among younger farmers is attributed to their higher
propensity to spend, willingness to try new things and their higher ability to learn and acquire new
skills. This implies that the design and promotion of ICT mediated communication should embrace
these potential differences. Identifying communication needsgfefent age groups would be an

ideal entrypoint in promoting the use of ICTs in Tanzania.

The results show that an increase in farmers?o
(p < 0.1) while the perceived cost of use can significantly dapis use (p <0.1). Table 2 reveals

only a marginal increase in the odds of using mobile phones only instead db-face
communication as farmersd6 income increases. T
increase in annual income amongfiars who use these devices. The odds of using mobile phones

only instead of facéo-face communication are 5 times lower for farmers perceiving to be
incapable of meeting the cost of use relative to those who are capable when other variables are
held congant. Previously, Chabossa al. (2009 established thatxpenditure on ICT devices
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such as mobile phones is inelastic with respect to income, implying that people will progressively
spend smaller proportions of their incomes as their earnings incéeiBgonal evidence reveals

that communication products have generally been perceived as luxury goods in many developing
countries as compared to developed countries where these products have been regarded as
necessary goods (Milne, 2006). Like previouglsts, the findings of this study support the view

that reducing the cost of acquisition and use of ICT devises is an ideal means to promote ICT

mediated communication.

The findings in Table 2 reveal that poor access to electricity can reduce the pobsgsecdf any

of the technologies within the choice domain (p < 0.05). The odds associated with the use of radio
only, mobile phone only or both instead of fdodace communication, are almost 10 times lower

for farmers perceiving poor access to eledtias a problem relative to those who are not. The
data revealed that only 30% of all those relying on pbta$ace communication had access to
electricity at home as opposed to about 60%, 51% and 43% of those using both mobile phones and
radio, mobilephone only and radio only, respectively. Sources of electricity for these respondents
included the national power grid (minor) and solar energy (major). Studies conducted in Tanzania
and elsewhere in Africa reveal that users of ICTs residing in areagp@othaccess to reliable
supply of electricity pay more for these technologies than those with better access to this utility
service Kenny, 2002; Mwakaje, 2010y his cost differential can potentially serve as disincentives

for people with poor access téeetricity to use the ICTs devices. The use of ICTs in Tanzania

could be promoted further through enhancing f

Overall, the model fitted the data well. The findings suggest that the ultimate choice aselCT u
makes is likely to be jointly determined by several variables including those found to have
potentially significant effects. The overall effect of variables hypothesized to influence the choices

seems to be consistent with the existing literature.
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5. Conclusion and Recommendations

The study assessed the relative importance of variouseocaimmic and perception variables in
influencing the use of radio and mobile phones. The results have shown varied influence of factors
hypothesized to affect the us€ICT devices. However, access to electricity and illiteracy seem

to have common influence on the use of all ICT devices. The implication of these findings is that
there are common and ussrecific leverage points for promoting the dissemination of
information and knowledge in farming communities. These include understanding and addressing
information needs of users, enhancing access to electricity and making ICT programmes more

userfriendly.

Future studies of this nature could provide additional médron on this subject through assessing

the influence of variables that are not included in our empirical model. Such studies could also
attempt to identify the actual use of these technologies along with attributes of the software or
content preferred bylifferent groups of farmers and the actual use of information they obtain

through these devices.
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Abstract

Literature show that use of mobile phones is omnipresent and pervasive in developing countries,
especially among the youth. This study wagied out to assess the acadeneiadiits of owning

and using mobile phone among the undergraduate students at Sokoine University of Agriculture
in TanzaniaSpecifically, the study assessed the type of people students communicate to, preferred
people and preferred period of the day arso #he type of information that is communicated, and
when mobile phones are inactivated. Students were randomly sampled from all deparfiments.
study involved semistructured questionnaires, an®02 undergraduate studemtgho were
randomly sampled fronvarious degree programmes participatétle study found that most
students prefer to communicate to their mothers and most of the communications are done from
late evenings. Family issues were mostly communicated on mobiles phones. Further, the study
foundlittle use of mobile phones in academic issues. The study recommends that the University
should educate newly enrolled students on proper use of mobile phones, with thod ugemg

mobile phone# academiaelated issues.
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K.3.1[Computers and Education] Computer Uses in Education;
K.6.1 [Management of Computing and Information Systems] Project and People Management.
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Introduction

The use of mobile phonescommunication device has rapidly increasathce the
commercialization ofnobile phones technology by Motorola in early 198@slarman & Sato,

2011) Mobile phones are one of the most common information access devices with almost 31%
of the global population having access (Sayan, 28a6&0u2013. Mobile phone technologies

are now in the hads of almost 31% or 2 billion people of the 6.47 billion people on this planet
(APopul ati on Ref er e n MeaoroB 2006 3anouX®13aThe peteiration 6, 20
of these technologies is increasing very rapidly with around 779 million (G&ttass Release,
2005).Mobile phones are sold every year and were expected to reach over 1 billion units per year
in 2009 (Gartner Press Release, 2005). The Pew Research Center (2013) reported that USA with
a population of 307 million people, 70.1% ofpesople owned mobile phones in 2012, and lowered

to 52.7% in 2013Smith et al, 2011).And an earlier study in 2010 found that of 246 tracked
undergraduate students, 96% owned cell phones. These staggering numbers are indicator of the
growth and reach of mbi | e phones. As 75 percent of the
developing countries, studies of patteofisiseof mobile phonesre essential in broadeniogr

understanding (Pearce, 2013).

Mobile phones have an intrinsic social impact by thg th@ technologies emphasize portability

and constant communication. The portable nature of this communication medium means that it is
often used in public spaces. Mobile phones today go beyond just voice communication and provide
a multitude of other feates and services including text messaging (SMS), multimedia messaging
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(MMS), photo display and recording, video playback and recording, calendaring, etc. Townsend
(2002) argues that the diffusion of the mobile phone was among the fastest of any tecimology
history. Such a rapidly evolving and wide spread communication technology and medium has
important social contexts and implications. The significance of the mobile phone lies in
empowering people to engage in communication, which is at the same #@edrdm the

constraints of physical proximity and spatial immobility (Hans, 2004).

Nowadays modern technology develops so rapidly that people can hardly catch up with its pace
(Sife, Lwoga, & Sanga, 2007). There is no doubt that mobile phones, as acstryrof modern
technol ogy, have got into peoplebs |ife. As
mobile phone users have appeared in the campus everywhere (SM, 2012). While some students
are enjoying whatever mobile phones have brought tohese are others who stand against it.
According to SM (2012), the main benefits of mobile phones in university are as fdilsig,

there is no denying the fact that mobile phones have made campus life more convenient. A survey
found that mobile phees are becoming part of university life and 99.7% of students use their own
mobile phones to communicate with others (Ransford, 2009). As it can be seen, mobile phones
provide students with a fast and convenient way of communication, such as gettunchimvith
schoolmates and hunting for jobs, which was previously unimaginable. Secondly, instead of going
to the PC lab and finding computers to look for news on current events, students can use mobile
network to search the Internet. It is by this meansuhiaersity students can broaden their horizon

and enrich their minds. Furthermore, with the help of mobile phones, students can do work more
efficiently. For example, Hans (2004) quoting Palen, Salzamaty oungs (2001) says that more

and more, mobile gines invade daily routine behavior of all kinds, and there is an increase in
Agrooming cal |l so winstarhental,aociemagbianal fometionfor example, n 0 n
showing concern, solidarity and commitment, and articulating nearness, compsagsipathy

and love. Lastly, with the help of mobile phones, students can do work more efficiently.

Many students in university treat mobile phones as electronic dictionagydratting devicwith
teachers for academic purpose. They share useful informatiated to their lessons and solve
academic problems (SM, 2012). In this way, mobile phones not only cas daved &me sl 6

energy, but also help witthem intheir studes However, the negative effects are also obvious.
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Above all, more and momniversity students are indulgedanline chat&and online games, which

make them weak in studies. Moreover, some even use mobile phones to cheat in examinations.
Hans (2004) quoting Ram and Jung (1990) says that in a quantitative perspective, the simple
concept fAamount of cell phone usageo results
three independent axes: 1) Usage intensity: which refers to "how often the product is used (usage
time) regardless of the different applications for whichgheduct is used." 2) Usage breadth:
referring to the number of partners to whom calls are directed and from whom calls are received;
and 3) Usage variety, measuring the "different applications for which a product is used or the

different situations in witch a product is used, regardless of how frequently it is used"”

Chakraborty (2006) study of 100 university students in India (50) and the U.S.A (50) suggested
that overall students in India egmobile phones differently from their American counterparts.
The researcheoncluded that in a developing market like India, mobile phones may be the primary
and only phone to which students had access. Some of Chakr@@@éy study findings included

most of the respondents indicating that they owned and uskiterpbones to stay in touch with
family and friends, and the need to use in case of emergency or personal safety. Yet twenty five
percent of students in India indicated that the most important reason for acquiring a mobile phone
is foremergency. Furthe€hakraborty(2006) study found that a large percentage of respondents
(70% from India and 66% from the U.S.A) kept their phones in mute / vibrate mode while
attending classes, similar 22 figures (70% from India and 60% from the U.S.A) were disclosed for
amovie or concert scenario. Some respondents noted that they kept their phones in mute / vibrate
mode while in a meeting. The respondents from both India and the U.S.A indicated that they used
phones more in the evening than any other time of the day #n@%86% respectively). The least

used time of the day was morning with only 44% and 48% responses from India and the U.S.A
respectively.

Studies on the impact of using a cell phone while driving or simultaneously engaging in other
motor activities of a siitar nature are common (Strayer, Drews, & Johnston, 2003; Drews,
Pasupathi, & Strayer, 2008; Charlton, 2009; Hyratal, 2010), but research investigating the
influence of cell phone use in other domains is surprisingly sparse. One area of partexdat in
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which seems undexpresented in the literature regarding cell plarse is the impact of this

communication device in academic settings.

Harman and Sato (2011) quoting Nielsen Wire (2010)indicated that the analysis of data gathered
in the U.S.A bythe Nielsen Company revealed that young adults agdd Bkchange an average

of 1,630 text messages per month, or approximately 54 messages per day. Additionally, in regards
to cell phoneuse in educational settings, Herman and Sato (2011) quotingRawelt (2010) in

the U.S.A. wrote that in spite of the fact that many schools prohibit the use of cell phones, 65% of
students who attend schools that ban cell phones,rstilghtthem every day and 43% of students

reported that theysed taext messgesin class at least once per day.

Mobile phones in Africa

Cell phones today are nearly ubiquitous in African soqi@ker & Mbiti, 2010) Teenagers and
young adults are obsessed by them, carrying them around everywhere. This is the first generation
to have direct access to high technology. The World Bank and African Development Bank report
that there are 650 million mobile users in Africa, surpassing the number in the United States or
Europe(Aker & Mbiti, 2010 Sanou2013. In some African countries mempeople have access

to a mobile phone than to clean water, a bank account or electricity (SambiraAR&0O& Mbiti,

2010. In Sub-Saharan Africa especially, three out of four subscriptions were done by cell phones
users. This is the highest ratio of lnile to total telephone subscribers of any region in the world
(Sanou2013. People in Africa are using mobile phones for everything: communicating, listening
to the radio, transferring money, shopping, mingling on social media and more (ITYS20@4,

2013

Researchers have outlined many reasons for usindgoamepid spreading of mobile phones in
Africa (Aker & Mbiti, 2010. The major reason as indicated by Alzouma (2006) isrtiudtile

phone fit better in the African domestic environment; in thesedénat it is in accordance with the
mental dispositions of illiterate people. With cell phones, Africans can speak their own languages
with the full emotional content and the rational, the logic of verbal communication between
themselves and othei®therreasons are such as mobility and secuAtgo one carwork using

the radio spectrum, as such there is no need to rely on physical infrastriticeapaires only basic

literacy, and thereforenobile phoneare accessible to a large segment of the latipa, allowing
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for the transfer of data, which can be used in the context of applications for the purposes of health,
education, commerce or governance. Finally, due to factors like increased private sector
competition andinnovative payment methods de.prepaid method), mobile phones are
increasingly affordable t@ larger part of theopulation (Donner2006 Economist, 2008,
Sambira, 2009Rashid& Elder, 2009).

As mobile phone penetration rates increase rapidly in developing countries, thdse lieea an
increase in the extent of research on mobile phone yS#fgeet al, 2010; Sangat al, 2013;
Sangeet al, 2014) In general, studies have focused on different aspects of the adoption and use
of mobile phones. Most of the findings from teesudies put mobile phones as important tool for
community development in the developing countries. However, there is still a lack of evidence of
usage ofmobile phones as a tool to solve development problems, mainly due to the difficulty in
measuring thie social and economic impacts (Rasl8idElder, 2009) To under st and
digital opportunity, one has to look at the numbers: six out of the 10 fgstesing economies

are inSub-Saharan AfricdAker & Mbiti, 2010) Africa is the seconthiggest molle market in

the worldd smartphones outsell computers four to one. Significant opportunities exist here to use
social media in business (AkerMbiti, 2010).

Mobile phones use in Tanzania

The use of rabile phonesn various sectors in Tanzania for diffatgourposesias been reported
by many previous studies (Ringo Busagala 2012; Sangat al, 2013; Venkatakrishnan &
Ngilangwa 2013;Bhalalugesa, &Arshad2014Sangeet al, 2014, Shao &Sei014 Mahenge &
Sanga, 2016 Mtebe, 2016) Mtega et al, (2012 explored theuse of mobile phonesby
undergraduate students at Sokoine University of AgricultMi@ogoro, Tanzania for teaching
and learning purposes afolnd that majority of theespondents used their mobile phones for
teaching and learning proced#swas found that mostespondents reported to usenventional
mobile learning applications including text messagespaiotecalls. Only fewrespondentfrom
teaching staff and studerted smart phones with a number oflearning applications. These
were able to create, upload, download and share academic resiuocegh their smart phones
while others recorded and stored files in their phones. It wasaalad that among teaching staff

many were not aware of the capacity of their mobile phesnekthat they underutilized them.
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Costs associated with downloading multimedia contentanather constraint which limited some
respondents especially students from using phonegdoning purposes. More than that, users
were forced to use SMART/VISA cardsr buying online mobile applications of which most

respondents were not aware(bftegaet al, 2012)

Sife et al, (2010)conducted a study to investigate the contribution of mobile phones to rural
livelihoods and poverty alleviation in Tanzania and tfaynd that mobile phones are useful in
performing efficiently and effectiveness business, expand business and strengthening social
networks as well as provide ability to handle emergency issues easily to citizens. Hassan and
Semkwiji (2011) explored theole of mobile phones on sustainable livelihood in Arusha and
Unguja (Zanzibar)They found that mobile phones are used as delivery toectmromic related
information (e.g. business news markets and market information (eiypes and prices of
different commodities)agricultural information (e.g. weather information, seeds varitseg)al
information (e.g. ceremonies, deaths, and sicknesslucation information, Government and
international informatioras well as religiousaformation. Kadigiet al., (2013) investigated how
information asymmetry between livestock keepers and other actors in local beef cattle can be
address. They devendpipenbead swhsitcehm tciall ll erdo v ei s
but if it could be implemented the problerhmarket information between different actors can be

solved.

Similarly, Kihwele and Bali (2013 x ami ned parentsdé, teachersbo

effects of studentsd access to mdheyfouedtmhones

student séb wi t h mobil e phone mi sbehave and
recommended the need to have a mobile control system for students who are using mobile phones.
Also, they recommended the need to developing learning contents for studettswihbe
censored to control the quality of mobile information. Furthermore, there is a need to having a
mobile information literacy study for studen@hamboet al, (2013) examinedten secondary

schools in Kilimanjaro Region and they found timaajoity of students hadnobile phones with

Internet connectivityChamboet al. (2013) concluded that mobilkearning platforms that were in

place were notvorkable in all contexts.
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From the literature reviewed in this study the major weakness of previoussssithat most of

the studies were done without being guided by either theoretical framework or conceptual
framework (Mtebe &Raisam@014).Thus this study was guided by a combination theory and
conceptual framework (i.e. theoretical framewoil)erefae, this study addresdthe following
guestions: (i) what are the periods of conversations between undergraduate students and the people
they talk toii) how much money undergraduate students spent on mobile phaome@t) how

is the mobile phone udéby undergraduate students when they are in classrooms? The rationales
for examining usage pattern of mobile phones among undergraduate students are many. The
reasons for the importance of this study are as explained in this section. Autiewrs thaitthe

study contribugsin addinga work of literature Also, the study will serve aa reference for
telecommunications companies which need to investment their products in some universities
the country In addition this study fils thegap in knowledgén the area of information science,
communication and mobile informatics (Dahlb&nLjungberg,1998). Furthermore, the study

can beused by systems analysts to design mobile learninig&nming) appropriate for learning

and teaching undergraduate studan the environments of low bandwidth. Finally, the findings

from the study can be used by policy makers to develop appropriate policies for subsiding Internet

to undergraduate students who will be usintgearning.

Theories Explaining the Use of MobilePhones

The use of mobile phone for social and economic purpose is on the increase. Six theories contribute
significantlyin explaining the use and adoption of mobile phone among university undergraduate
students. These include theory of technology aereet theory of reasoned action; theory of
planned behavior; diffusion of innovations; domestication; and uses and gratifications (Venkatesh
et al, 2003 Martin & Ajzen, 2010; Ternet al, 1993 Rogers, 2003Pearce, 2013 Each of these
theories isvell explained below

Theory of technology acceptance:

Theory of technology acceptance explains determinants of intentions to use or not to use a
particular technology (Venkategh al,, 2003). The key elements of intention construct identified

in the theory ee: perceived usefulness; perceived easy to use; attitude toward use; and intention to
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use and actual use. Further, the model explains factors that form basic constructs influencing
mobile phone adoption, which include social influence expressed as fseingrexerted on the
individuals by opinions of others; facilitative conditions or necessary infrastructure and perceived
usefulness or the extent to which a user believes on the benefit accrued from using the mobile
phone and perceived ease to use. Adiogrto the theory determining factors toward intentions

for using mobile phone include personal factors such as preference and beliefs about the mobile
phone. Yet others are demographic factors such as age, gender, education and social economic
factors |ke occupation and income. These hold back or foster the intention of one to use the
technology, i.e. a mobile phone. This theory is relevant in understatigipgssible factors that

do motivate or demotivate university undergraduate students to use plodiles to communicate

information.

Theory of reasoned action:

Theory of reasoned action stipulates that intentions to use a technology proceed from attitude
toward that technology and toward its use, and the subjective norms (M&jze®, 2010; Terry

et al, 1993). . This theory is important in understanding the influence of significant others such as
parents and close friends in communicating information using mobile phones. Significant others
may be useful in various ways including buying mobile gsofor university undergraduate
students or friends, or even encouraging the use or ensuring the availability of money or airtime to

them.

Theory of planned behavior:

The theory of planned behavior is the extensiothetheory of reasoned action (Ajze2012).

On top of attitude and subjective norms as determinants of intensibause technologies, i.e.
mobile phonethis theory adds perceived control to the construct of intention. This is what is called
self-efficacy in some other literature. Ittise extent to whicknindividual feds that they require
certain skills and knowledge to work with the technology and produce the required outceme. Th
theoryof planed behavior is important in understanding the influence of technological training in
using mobile phones to communicate information. Hettfeeyndergraduate students need to have

various skills and knowledge including how to search for relevant informatiothepshould be
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trained well in the technology i.e. mobile phone use for commuaitati information, Internet

use, downloading documents, etc.

Diffusion of innovation:

Diffusion of innovation is the theory of how, why, and at what rate new ideas and technology
spread through social systems (Rogers, 2003). Thus, diffusion of innovatoaiain the
understandingr in exploration of complexities related to finding how undergraduate students use

their mobile phones

Domestication:

Another theoretical perspective that aligns well with mobile adoption and use is domestication
(Haddon, 2008 This theory concentrates on how individuals go through the process of
discovering, purchasing, and integrating devices into their lives, and helps to account for how
i ndi vi dual shoy thelygse theodevicess svéll as the social consequenoéshe
device. Domestication can be a fruitful theory to tasendergraduate university students because

it accounts for social uses and consequences.

Uses and gratifications:

The study of media choice of the mobile phone and other informatmnmunicéion
technologies is sometimes examined from uses and gratificagosgective (Pearce, 2013). This
approach is concerned with establishing the linkages between the kinds of motivations

undergraduate university students might have for media.

Conceptual Famework:

The variable that this study set out to investigatethes ni ver si ty under gr adua
of the mobile phone, which was the dependent variable of the study (EigUree independent

variables of the study were four: owning mobile phoand cost; money that university
undergraduate students spent on mobile phones; university undergraduate students rating of mobile
phone use; periods of the day th@sestudents had conversations on their mobile phones; and

st ud e nt phéneused blassrams. As in many empirical studtbe independent variables

for this study were the specific objectives (Figure 1).
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Independent variables Dependent variable
Owning mobile phone and cost [———
Money spent on mobile phones University undergraduate
Rating of mobile phone use student sd use ( mobil e pho

Periods of conversations 2

Mobile phoneuse in classrooms

Mediating variables

Age
Education
Marital status
Gender

Area raised
Mode of entry

Figurel. Coeptual framework showing study vdigalegglaining university undergradtiated ent sd wuse of mo

Study Methodology.

This study interviewed 302 university undergraduate students at Sokoine University of Agriculture
(SUA) in Morogoro, Tanzaai East AfricaThe broad objective of the study was to investigate
university wundergraduate studentsod use of mob
Specifically, the sownndgfmabike phones; asdesseditlee menayspgee nt s |
on the mobile phones; t he sAlsa,dhe studglescridecithe ng o f
periods of the dawhen conversations were held on mobile phones and people they talked to; and

lastly the studylescribed mobile phones use in classrooms.

SUA is located in Morogoro Municipality and has 3,350 hectares of land for training, research and

production in Morogoro municipality. SUA has four faculties namely; the Faculty of Agriculture,
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Faculty of Forestry and Nature Conservation, Faculty of \fetey Medicine and the Faculty of
Science. The randomly sampled university undergraduate students came from two campuses
namely, the main campus within Morogoro municipality; and Solomon Mahli@agwyuswvhich

is also in Morogoro municipality. In the 201R/3 academic year 2,444 undergraduate students
were enrolled, and in the 2013/14 it grew to 6,456 students. This study sampled randomly 302
undergraduatéirst yearstudents in 2012/2013 academic year from 12 departments in the three

faculties, of which 6&2% were males, and 33.8% were females.

The primary data were gathered using sstmictured questionnaires, which were validated using

20 randomly selected students and ten academic staffs at the University. Two pairs each consisting
of ten undergraduattudents were randomly selected and each asked to respond-strsetared
guestionnaires for reliability test. The results of the two groups were subjected to Cronbach alpha
test, which yielded a 0.78, which was within the accepted reliability tésesfudy instruments.

Other data were collected through key informants discussions, observation, transact walks, and the
secondary data wegatheredhrough review of documents and through the Internet and websites.
The data collected using sestructued questionnaires nc |l uded r e sqguanomicent s 0
characteristics, owningf mobile phone and cdstoneythat students spent on mobile phones,
rating of mobile phone usend onperiods when conversations were held on mobile phdres.
collected datavere checked, reduced, and entered in the Statistical Package for Social Sciences
and latemwereanalyzed to yield parameters such as percentages, re&ans,

Study Results

Re s p o n d e retosadinic sharacterstics

This study interviewed 302 undeggiuate students at Sokoine University of Agriculture and of
these 200 (66.2%) were males and 102 (33.8%) were females. Most, 229 (75.8%) were in the age
range of 20-26 years old, while 40 (13.2%) were-22Z years old. Of the 302 respondents, most,

251 (831%) indicated that they were single, and only 47 (15.6%) were married. Half of the
respondents, 151 (50.0%) reported that they were raised in rural areas, while 141 (46.7%) said in
urban areas. Over two thirds, 185 (61.3%) of the respondents indicatéldethaad completed
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Form IV in 2008, and 183 (60.6%) mentioned that they had completed Form VI in 2011. Of all
the respondents, most, 227 (75.2%) reported that they weigepiee students, and few 58
(19.2%) were irservice students.

Owning Mobile Phone and Costs

Of the 302 respondents, less than half, 126 (41.7%) agreed that they bought mobile phones
themselves. Further, of all the respondents, 147 (47.0%) mentioned that they started owning
mobile phones from 2003 to 2007, while 123 (40.7%) indicatduhte staed owning mobile

phones from 2007 to 2011. The range of cost that respondents paid for their mobile phones varied
greatly. Of all the respondents, few, 57 (18.9%) and 52 (17.2%) indicated that their mobile phones
were pricedatthe range of Tazanian shillings (Tshs) 10,000 to 40,000 (US$ 6.20 to 24.80) and
Tshs. 40,001 to 70,000 (US$ 24.80 to 43.48), respectively. (Exchange rate used was 1 US$
equivalent to Tshs. 1610 on 11th March 2014). Further, few, nine (3.0%) and five (1.7%) reported
thatthe cost was in the range of Tshs. 70,001 to 100,000 (US$ 43.48 to 62.10) and 100,001 to
130,000 (US$ 62.10 to 80.75), respectively. Few, three (1.0%) mentioned that theis\ywaon
pricedabove Tshs. 130,001 (US$62.10).

Similarly, o all the respondest 65 (21.5%), 29 (9.6%) and 16 (5.3%) reported that fathers,
mothers and brothers gave them the mobile phones they owned. Yet, 14 (4.6%) and ten (3.3%)
indicated that parents and sisters gave them the mobile phones they owned, respectively. Others
mentiored sources of mobile phones were from unrel2s3%), aunts and husbardgach 1.7%).

Most of the respondents, 225 (74.5%) reported te loavned mobile phones for the past five
years, while few, 33 (10.9%), 23 (7.6%) and 12 (4.0%) had owned phonesrfahfee, and two

years, respectively.

Of all the respondents, a third, 104 (34.4%) reported that others influenced them to buy mobile
phones. Yet few, 45 (14.9%), 44 (14.6%) and 30 (9.9%) mentioned that their fathers, mothers and
brothers, influencethem to buy mobile phones, respectively. Other people mentioned to have
influenced respondents to buy mobile phones were: boyfide@8s(7.6%), girlfriend 19

(6.3%), and sisteds 14 (4.6%). Of all the respondents, 71 (27.2%) mentioned that commingicat
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family -related informatiorwasthe most perceived reason to buy mobile phones. Other perceived
reasons mentioned for buying mobile phones were reported as: to keep in touch with frignds
(23.5%),to communicate businesslated informatiod 57 (18.9%), to communicate emergeney
-related informatio@ 19 (6.3%), and other informatién23 (7.6%).

Again, ofthe 302 respondents, over two thirds, 209 (69.2%) agreed that their phones had Internet
services, and 193 (63.9%) agreed that they used the Internets to feeanformation in their

field of specialization. However, few, 119 (39.4%) of the respondents agreed that they used their
mobile phones to search for information in their area of specialization generated in the country.
Yet, few, 114 (37.7%) of the respdents agreed that they used their mobile phones to search for
information in their area of specialization generated at Sokoine University of Agriculture, but
about over two thirds, 185 (61.3%) agreed that they used their mobile phones to search for
knowledge in their area of specialization generated from elsewhlse.few, 97 (32.8%) of the
respondents agreed that they used their mobile phones to search for information in their area of

specialization generated fromitside the country.

Money spent onmobile phones

Within the 302involved respondents, about half, 148 (49.0%) indicated that they spent less than
Tshs. 1,000 (US $) per day to recharge their mobile phones. Yet a quarter, 78 (25.8%) of them said
that they used in the range of Tshs. 1,000§@62) to 2,000 (US$ 1.24) per day to recharge their
mobile phones. This is to say, most, 226 (74.8%) of the respondents mentioned that they spent less
than Tshs. 1,000 (US$ 0.62) to Tshs. 2,000 (US$ a@unt of moneper day to recharge their

mobile fhones Also, the study findings show that, 37 (12.3%) and 22 (7.3%) of the respondents
mentioned that they spent Tshs. 500 (US$ 0.31) and Tshs. 1,000 (US$ 0.62) per day to recharge
their mobile phonesAgain, most, 226 (74.8%) of the respondents mentidhatithey spent less

than Tshs. 1,000 (US$ 0.62) to Tshs. 2,000 (US$ 1.24) per day to recharge their mobile phones.
Further, over two thirds of the respondents, 186 (71.6%) mentioned that they spent in the range of
Tshs. 1,000 (US$ 0.62) to Tshs. 3,00B8J1.86) in three days to recharge their mobile phones,
while few, 29 (9.9%), 22 (7.3%) and 19 (6.3%) said in the range of Tshs. 1,500 (US$0.93), less
than Tshs. 1,000 (US$ 0.62), and Tshs. 3,000 (US$ 1.86), respectidditionally, over half,

International Journal bComputing and ICT Research, Vol. 10, Issue 2, December 2016



75

157 (51.%0) of the respondents reported that they spent in the range of Tshs. 3,000 (US$ 1.86) to
Tshs. 5,000 (US$ 3.10) in seven days (per week) to recharge their mobile phones.

Table 1: Money that undergraduate students at SUA received and spent on mohéds ph
2012/1 and 2013/14

Year 2012/2013 2013/2014

# of students 2,444* 6,456*

Student s 11,738,396,080** 12,714,394,000**

allowances

Voucher price 500 1,000 1,500 500 1,000 1,500
Tshs/day spent 1,222,000| 2,444,000 3,666,000 3,228,000 6,456,000 9,684000

Tshs/week spent 8,554,000 17,108,000 25,662,000 22,596,000 45,192,000 67,788,000
Tshs/month spent| 36,660,000 73,320,000 109,980,000 96,840,000 19,680,000 290,520,000
Tshs/year spent | 446,030,000 892,060,000 1,338,090,000 1,178,220,000 2,356,440,000 3,534,660,000

Tshs/stud./yr 185,500 365,000 547,500 185,500 365,000 547,500
spent
% average spent 5.2 7.6 19.1 9.3 18.5 27.8

*Figures were obtained from SUA Student RecordsMficehr2@14; **Figures sourced from SUA
Accounts Dapgment3"Mach 2014.

The data in Table 1 show that of the 2,444 students enrolled in 2012/13 academic year received
all owances from the Tanzania Higher Educati on
7,267,899,550 (US$ 4,514,223.30). Of this moniaey spentan average of 8.1% of their
allowance money to buy vouchers to charge their mobile phones. Also, in 2013/2014 academic
year the University enrolled 6,456 students who received allowances from the THESLB totaling
Tshs. 12,714,394,000 (US$ 7,897139.31)spemverage of 18.5% of their allowance money to

buy air time vouchers to recharge their mobil
at the University increasithe money spent in mobile phones also increased. Implications of these
findings ae that there is sizeable amount of money that students at the University spend in mobile
phones (Tablel}senerally, due to thisnobile companieappear to make huge amountsmainey
countrywide from university students.
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Of all the respondents, 109 (366) reported that during the working days (Monday to Friday)
they mostly talked to their mothers, and next others were: girlfrieB8s(12.6%), boyfriends
25(8.3%), fathei® 18(6.0), siste® 10 (3.3%), and others 85 (28.1%). Of the 302 respondents,
Over ahird, 124 (41.1%) and 115 (37.5%) mentioned that fasauilgt sociakelated messages were
mostly communicated in the working days, respectively. Yet few, 24 (7.9%) and ten (3.3%)
mentioned that they communicated schaold businesselated messages, resfyeely. Of all 302
respondents, majority, 147 (48.7%) reported that they had multiple frequencies of texting SMS on
their mobile phones per dayhile few, 33 (10.9%), 26 (8.6%), and 13 (4.3%) mentioned that the
frequencies of texting SMS on their mobileoples were once a day, one to five times per day, an

once in a week, respectively.

Rating of mobile phone use

Further, of all respondents, about two thirds, 190 (62ra%eytheuse of mobile phones for family
callsasthe most important aspect, while @2.6%), and 21 (7.0%) ratédas important and about
average, respectively. Yet, about a third, 108 (35.8%) of the respondents mentioned that the use of
mobile phones for receiving calls was ratedhesmost important, while 36 (11.9%), 18 (6.0%)

and B (7.0%) ratedt as about average, least important, and somehow important, respectively.
Also, 89 (29.5%) and 61 (20.2%) of the respondents indicatedhthase of mobile phones for
composing and sending SMS was ratethasnost important and importanespectively. On the

same vein, few 45 (14.9%), 34 (11.3%), and 29 (9.6%) rated mobile phones as somehow important,
about average, and least important, respectively. Additionally, few, 89 (29.5%) and 61 (20.2%) of
the respondents mentioned that the dseabile phones for composing and sending out SMS was
rated aghe most important and important, while 45 (14.9%), 34 (11.3%), and 29 (9.6%) rated
phones as somehow important, about average, and least important, respectively. On other hand,
majority of therespondents rated the use of mobile phones for playing games as least important,
reported by 183 (60.6%), while internet use on phones was rated st important, by only

80 (26.5%). Yet, other ratings for internet use on phones were: 63 (20.9%i)ripagant; 53

(17.5%) important; 37 (12.3%) about average; and 17 (5.6%) least important.
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Moreover, less than half of the respondents, 131 (43.4%) reported that the use of mobile phones
for calling university mates to discuss university takene assigments was rated dse most
important, while 72 (23.8%), 34 (11.3%), 16 (5.3%) and 11 (3.6P6gspondentsratedit as
important, about average, somehow important, and least important, respectively. Of all the
respondents, few 80 (26.5%) and 56 (18.83éntioned that the use of mobile phones for keeping
themselvesupdated with university almanadhis was rated ashe most important and least
important, respectively. On the same vein, 49 (16.2%), 43 (14.2%), and 25 (8.3%) rated phones as
somehow importanimportant, and about average, respectively. Similarly, of all the respondents,
few 83 (27.5%), 67, and 49 (16.2%) reported that the use of mobile phones for making and keeping
university instructorsoé appoi nt rmasthabhddimpartant,e r at
respectively. In addition, few 28 (9.3%) and 25 (8.3%) said that the use of mobile phones for
making and keeping university instructors®o

somehow important, respectively.

Periods of conversations and the people they talked to

Further, of all the respondents, 86 (28.5%) reported that during theorkimg days (i.e. Saturday

and Sunday) they mostly talked to their mothers, and next others were: girBridfdd1.6%),
father® 27 (8.9%), boyfriendd 25(8.3%), brother 24 (7.9%), sistér8 (2.6%), and others 78
(25.81%). Specific time that respondents had conversations on their mobile phones on non
working days differed greatly. For instance, 69 (22.8%), 65 (21.5%), and 63 (20@%&¢dethat

they made conversations on their mobile phones in the evenings (6 pm to 8 pm), at nights (8 pm
to 12 pm), and in the afternoons (2 pm to 5 pm), respectively. Yet few, 53 (17.5%) and 17 (5.6%)
indicated that they made conversations on their lagdiones in the mornings (6 am to 12 am)

and in the afternoons (12 pm to 2 pm), respectively. Of the 302 respondents, over a third, 119
(39.4%) and 110 (36.4%) mentioned that searad familyrelated messages were mostly

communicated in the neworking days, respectively.

Also, on working days, that is, Monday to Friday, time when they made conversations on their
mobile phones to various people differed widely. Of all the respondents, one third, 102 &3.8%)

respondentsvho were the mosteportedthat they had conversatison their mobile phones at
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night (from 8 p.m. to 12 pmjyvhile few; 83 (27.5%) and 58 (19.2%) reported todweonversatias

on their mobile phones in the evenings (6 pm to 8 pm) and in the mornings (6 am to 8 am),
respectivelyThe other period mentioned was in the afterna@®(13.0%) (2 pm to 4pm). Over

two thirds of the respondents, 220 (72.8%) mentioned that they preferred to have conversations on

their mobile phones in the evenings and at night because it was the #ee/éitable to them.

Mobile phones use in classrooms

Most respondents, 238 (78.8%) disagreed that they received phone calls on their mobile phone
when they were in the classrooms, while few, 55 (182) agreed to the statement. Further, over half,
173 (6573 %) of the respondents agreed that student
calls when attending classes. Als@nyrespondents, 226 (74.8%) indicated that they kept their
mobile phones in the mute mode when attending classes, while few62¢) &id so when taking

tests and examinations. Further, few 108 (35.8%) mentioned of putting their mobile phones in
vibration mode when attending classes, while others said when: sléepin@.9%), doing class
assignment 26 (8.6%), in library, offte, and discussion groupgach 19 (6.3%). However, few
respondents reported switching off their mobile phones when: in examinationir@2n(27.2%),

in classes 61 (20.2%), taking tests 45 (14.9%), sleeping 14 (4.6%), and with supervisois

10 (33%).0ver two thirds of the respondents, 198 (65.6%) agreed that they got annoyed with
instructors who received calls on their mobile phones when teaching. Similarly, majority of the
respondents, 221 (73.2%) agreed that they got annoyed with instructonmmade calls out on

their mobile phones when teaching. Of all the respondents, most, 247 (81.8%) agreed that SUA
should have bylaws that <control and regul at e

classes and examination rooms.

Discussions

Periods of conversations and the people students talked to

Further, of all the respondents, 86 (28.5%) reported that during theerkimg days (i.e. Saturday
and Sunday) they mostly talked to their mothers. Of the 302 respondents, over a third, 24P (39.4
and 110 (36.4%) mentioned that so@al familyrelated messages were mostly communicated
in the nonworking days, respectivelyYOn working days, that is, Monday to Friday, of all the
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respondents, one third, 102 (33.8%) who were the most reportetthélyahad conversation on
their mobile phones at night (from 8 p.m. to 12 pm), because it was the free time available to them

said by 78.2 percent.

A study at Virginia Tech, Blacksburg, Va., USA studied 568 undergraduate students had mobile
phones and fouhthat 80% of the cell phone users talk between 6pm and midnight, and the three
main categories of cell phone calls were family members, boyfriends or girlfriends, and

friends/relatives. Further, the study found that female students differed from madatstog

using their cell phones for communication with immediate family members, including parents,

speaking more often, and talking for longer times (Belew, 2007)

A total of 500 undergraduate students from East Tennessee State University, USA weredxamin
on their text messaging behavidhe findings revealed that age is the strongest predictor of text
messaging; with younger respondents being more likely to text. The study also shows that women
prefer texting, while men prefer voice calls. Age affepteference as well, with younger
respondents preferring texting and older respondents preferring voice calls. The study also found
that women are much more likely to use cell phones to avoid others dupmgsamt interaction.
Around 60 percent (289) shithey texted their friends very frequently compared to other
categories. Twentg i x percent of respondents (118) very
percent (69) texted siblings very frequently. Approximately eight percent (37) and five percent
(15) texted their parents or child very frequently, and around 34 percent of respondents (164) stated
they called their friends frequently or very frequently. By contrast, nearly 70 percent of
respondents (339) frequently or very frequently called theimpar@arents were thus the most
likely category to receive voice calls from participants (LaBowe, 2011).

In the Tanzanian context, these findings led us to question whether or not a student's overall
frequency of cellular phone use at night impacted eir thverall academic performance. This

could be a question in other future studies.
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Money spent on mobile phones

This study has established that most students spend Tshs. 1,000 (US$ 0.62) per day to buy airtime
to recharge their mobile phones, and 0f20&2/2013 academic year the 2,444 enrolled students
spent Tshs. 2,444,000 (US$ 1,518.00) per day, which implied a 7.6% expenditure of their
allowances per year. Extending further, weedusi ni ver sity studentsd en
2010/2011 academic year psovided by the Tanzania Commission for Universities (TCU) for
Tanzania to calculate the national studentso
all universities (11 public and privatestudens data of enrollment for 2010/2011 acadeygar

was 135,367, of which 88,178 (65.1%) were males and 47,189 (34.95) were females (TCU,
2012).Therefore, countrywide, all undergraduate students in these universities spent Tshs.
135,367,000 (US$ 84,078.90) per aay shs. 49,408,955,000 (US$ 30,688, PD)per year. This

is a huge sum of money to be spent on-nmterial activity of recharging mobile phones,
especially in a poor country like Tanzania. extend the discourse is the frugal expenditure of the
tax payer sd money THESLB asddans dne pattlygusegiteon mobile ghanest h e
Worse still is that these loans are partially repaid back to the government by the students after
graduating. Most of them after gradwstbecome unemployed or are employed in sectors that are
difficult to trace, and/or change jobs many tintleat they cannot be easily traced on their

whereabouts.

This phenomenon is not unique to Tanzania as other findings from elsewhere are indicative. A
survey polled 900 Kenyan youth aged between 16 and 24 and foanthey are constantly on

their cellular phones texting and surfing the Internétand seding an average of 250 messages

as texts and chat posts daily. Trepend the biggest portion of their income on mobile phone
(about KShs.900 monthly) airtim@4%) and trendy clothing (78%erbling,2012). In UK for
instance, Save the Student estimates that the typical student spends £24 a month on their mobile
phone, plus another £12 a month onitliernet and home phone connections (Mohammed &
Collinnson, 212). Zulkefly and Baharudin (2009) study of N=386 studenthatJniversity of

Putra, Malaysia, found that students spend on average 6 hours daily and USD18.70 monthly on
their mobiles. In their study, the text message was the most used feature andgpedr® most

frequentlycontacted people. Further, in Australia, Zulkefly and Baharudin (2009) quoting the
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Australian Psychological Society (2004) reported that a study revealed that a large proportion
(66%) of Australiaradolescents preferred to use thebile phone prpaid systemThis system
allowed adolescents and their parents to monitor and control the mobile phone cost of their
children. In summary, the reviewed studies show that it is true that worldwide students in
universities spend substantahounts of money on their mobile phones, and thergboteies

must be put in place to curb such frugality, especialtiéstatefunded university education like

SUA.

Mobile phones use in classrooms

Most respondents, 238 (78.8%) disagreed that teegived phone calls on their mobile phone

when they were in the classrooms, while few, 55 (182) agreed to the statement.Further, over half,
173 (57.3%) of the respondents agreed that st
calls when attendinglasses. Alsomanyrespondents, 226 (74.8%) indicated that they kept their

mobile phones in the mute mode when attending classes.

Studies from other countries show that indeed this is a common prdfemxample, a study at
University of New Hampshé, Whittemore School of Business and Economics interviewed 1,265
studentsAlmost all (99 percent) of the college students owned cellulargshénd half of them

(51 percent) said that cell phone use in class affects their ability to concentrate anduheat
information that they receive during class (52 percent). The most commonly used phone feature
was the clock, followed by textin@he study found that|iough students were aware that phone

use was frowned upon in class, almost half (49 peroétitpse who checked their phones during
class attempted to conceal their use somewhat or extremely frequently. The study found also that
female students were found to be 7 percent more likely to text, or more times per class period, and
they were also 1Bercent more likely to frequently hide their phone use in class. Female students

were 5 percent more likely to text frequently during class (Alftral., 2010)

The otherstudy was conducted by McCoy (2013) which involved 777 students from six U.S
universities in 2012. The results showed that on average, respondents used a digital deviee for non

class purposes 10.93 times during a typical school day for activities including texting, social
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networking, and emailing. Digital Distractions in the Classrodtdent Classroom Use of Digital
Devices for NorClass Related Purposes. The study found that most respondents did so to fight
boredom, entertain themselves, and stay connected to the outside world. More than 80% of the
respondents indicated such behawaused them to pay less attention in the classroom and miss
instruction. Majority of respondents favea policies governing digital device distractions in the
classroomOtherreviewedstudieswhich seem to have similar findings dh@se of Zulkefly and
Baharudin (2009) in Malaysia, Economides and Groupoulou (2008) in Greek, in the Pearson
Student Mobile Device Survey 2013 National Report in the U.S.AEandpe as reported by
Abeele and Roe (2011) and alsollsung (2001) These findings led us to questi whether or

not a student's overall frequency of cellular phone use has impabis/beroverall academic
performance, as measured by a student's grade point average TGiBAaN be an area for future
research.

Conclusion, limitation of the study and Future research

This study examined the pattern of the use of mobile phones among university undergraduate
students at Sokoine University of Agriculture. The study reports on the following questions: (i)
what are the @riods of conversations anie pele studentgalk ta? (ii) how much roneyis

spent on mobile phon@snd (iii) how is the mobile phone used classroom® The study found

that most students use their mobile phones for social aspects. This is mostly done during late hours
after having agnded classroom. Also, the study found that the money spent for mobile phones is
very huge compared to the money they spent in buying books. Finally, the study found that the use
of mobile phones for learning purposes (i.e. mobile learning -¢&amming) & not yet fully
implemented in most Higher Education Institutions in TanzaBralglugsa & Arshad2014

Mtebe, 2015

The use of a convenience sample was a major limitationioétiidy. Consequently, it was not
possible to generalize the findingsttee general population. Moreover, respondents sometimes
could provide untruthful answers to survey questions. The respondents may do this because they
feel embarrassed or for other personal reasons. As a result, some information in this study may
reflect his lack of truthfulness. The study would have been more complete, if focus groups had

been used in conjunction with questionnaires. Focus groups provide researchers the opportunity to
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gain a more irdepth knowledge about subjects than questionnaires. @ogaking up groups into
various ages and dividing them by sex would have greatly enhanced the results of this study.
Hence, the study would have benefited by using student focus groups. Each of these deficiencies
can be easily corrected by future resbars. Nevertheless, even with these limitations, the current
study adds to the body of literature on cellular phone behavior and provides valuable direction for

future researcin m-learning
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Tanzanians Onliné Current Trends 2016

Eliamani Sedoyeka

Abstract

Tanzanians like any other nationals are increasingly going online to access, usgegamkshare
information. With the increase of a number of technologies, applications and people online, the
usage trends are ought to change day by day. This paper presents the findings of a study that aimed
at learning the current usage, activities,liqy@erception and other issues that internet users find

important.

Apart from the available data from public domains, the study used questionnaires that were
distributed online into all districts and small towns of Tanzania using social media. Tmgdindi
show that the use of Internet for business is still low while most use internet for personal
communication via email, chatting and other social media tools. While coverage and quality
experienced is viewed as satisfactory, service cost poses a caalahgiost Tanzanian turn into

buying bundles to fuel their connectivity requirements.

Data has also shown a strong competition among networks indicating power shift in the top four
telecom companies. Despite the availability of online entertainmentssyvianzanians are yet
to use internet for office operations and still slow into making use of online entertainments such

as video games, online TV and Radios. The study has also found a huge gender gap in the online
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community with fewer women than expedt The findings are useful to regulators, telecom

industry, internet service providers, academicians and the public.

|IJCIR Reference Format:
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INTRODUCTION

Tanzania like any other developing country, has witnessed unprecedented increase on the number
of mobile users. With the change on technologies and mobile phone capabilities, functionalities
and capacity, thencrease number of mobile phone users corresponds to the increase number of
internet users [Meeker and Wu, 2013]. The global nature of the industry means strong competition
among telecom companies and hence a number of options and in some cases lowasteoret

users [ITU, 2014].

This increase of internet users has also brought about a number of challenges to the industry. One
of these is the slow speed in which internet local contents are created and as a results, most
Tanzanians access foreign domduorsbasic information [Pejovic et.al, 2012]. Another challenge

is directed to the Internet Service Providers (ISP) on the internet demands which has resulted into
fluctuations of pricing structures. The changes of technologies, from second generatitm (2G)
third generation (3G) to now fourth generation (4G) has also meant that users might get access to
different speeds. From scholarly point of view, there is no enough literature that highlights these
trends, looking into what Tanzanians are doing onthredr perceptions on quality, cost and overall

experience.

This paper presents the findings of a research designed to study a currently Tanzania online trends
by number of activities conducted by Tanzanians online. Specifically, the study wanted to know
user 6s profiles in terms of age, gender , | oca
wanted to establish the frequency of internet use, how users are connected (network) and their

price and quality perceptions. Furthermore, the study wanteaddodit, among other things, what
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exactly do Tanzanians do when they are online. Having aimed at knowing the online activities, the

research targeted those already using the Internet, via social media.

Tanzania is an East African country located at the @@t of Africa, bordering Indian ocean.

With a population of over 48 million, Tanzania has experienced a steady economic growth of
around 6.5% for over 10 years. Telecom sector has constantly contributed over 8% of national
GDP and is considered one bgktpillars of Tanzania economy. With the rise of mobile money
usage, Telecom sector has rivaled banking sector on volumes of money transfer and has now
became a reliable means of money transfer to most part of Tanzania, including areas with no

electricityor banks.

According to TCRA, Tanzania has over 39 million subscribers by June 2016, with Vodacom
leading the way with over 12 million subscribers, while Tigo catching up fast with over 11.6
million subscribers (fig. 1). The country has over 17 milliorisieged mobile money users with

Vodacom's MPesa leading the way while Tigo's TigoPesa coming second (fig 2).

14,000,000
» 12,000,000
S 10,000,000
S 8,000,000
S 6,000,000
O 4,000,000
c
g 200000 ——— 1 I i
) Airtel Smart Halotel Tigo TTCL Vodacom Zantel
g APRIL 10,587,784 1,006,736 2,008,493 11,223,450 304,156 12,253,825 1,461,458

MAY 10,438,329 976,138 1,996,285 11,338,379 303,639 12,122,446 1,433,582
JUNE 10,308,101 881,756 2,666,393 11,606,567 304,058 12,060,198 1,409,371

Figure 1: Tanzania Mobile Phone Subscription by June 2016, TCRA [2016].
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Tanzania Mobile Money Subscriptions - June 2016 HAPRIL BMAY & JUNE

§ ?888888 Total No. of Scubscribers = 17,338,210

§ 6,000,000

£ 5,000,000

Q 4,000,000

@ 3,000,000

< 2,000,000 —

2 1,000,000

_8 0 . - e e e

= Airtel Money Tigo Pesa M - Pesa Ezy Pesa
APRIL 4,026,631 4,997,672 6,950,240 324,897
MAY 3,955,223 5,200,858 6,904,002 340,094
JUNE 3,964,029 5,584,052 7,467,346 322,783

Figure 2: Tanzania Mobile Money Subscriptions by June 2016, TCRAJ2016

After the introduction, the relevant literature is presented in the next section in which more relevant
data are also presented followed by the methodology. The main section of this paper, findings and
analysis will follow, in which data collected anahadyzed will be presented. This paper's

conclusion will be presented after the analysis.

LITERATURE REVIEW

Being connected or being online is rapidly becoming one of the key requirement for most of global
citizens especially those living in urban or seamban areas. Since the arrival of mobile
technologies, more people are being connected via their mobile devices [Meeker 2015]. In
Tanzania for example, the trend is the same with over 38 million registered mobile phone users
that comes with over 17 milliointernet users [TCRA 2016]. The rise of mobile technologies and
mobile phone has pushed the global internet use to over 3 billion users while introducing a number
of services such as mobile apps, bill payment and location services [IS, 2015]. Thesesnumbe

however, | eaves over 53% of worl dds popul atio

These numbers show that Internet is changing the way we live, communicate relate, acquire
knowledge and importantly, conduct business. For example, Cuomo and Lian [2015] observed a
decline in the traditional marketing methods in pharmaceutical industry caused by the increase in
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digital marketing that is directly targeting the consumer, who are now increasingly using mobile
devices. It has also been observed that the health sectavitnessed a huge change with
consumer having access to information and therefore access to accurate information is of high
importance [Mandy et.al, 2014]. With the rise of internet access and trend in digital marketing,
online business has constantly beenthe rise as organizations are looking to improve buyers'
online shopping experience by looking into factors that motivate web users to shop online [Pavur
et.al, 2016]. These constant improvement has boosted entertainment and related sectors by creating

convenient and practical way of purchasing or accessing online service [Hiller and Kim 2014].

On the challenging side, access to internet can create problems in society. For example, studies
point out that internet addiction is now becoming a concernamitiimber of people being unable

to be disconnected for even short periods [Pointers et.al, 2015, Lee et.al, 2015]. On the other hand,
online harassment especially among youth and university students is considered on the rise and
hence deserves attentionrh policy makers, academia and regulators [Lindsay and Krysik, 2012].
Since what we do online might contribute to who we meet, relate, work with and sometimes
become [Pointers 2015], the increase in online harassment is likely to be caused by how these

young generation uses the internet [Jones et.al, 2013].

Internet connectivity has also connected activists in different geographical locations. After
witnessing how it was used during the Arab Spring, online access has created a new and effective
democracy [atform [Wiss 2014]. The use of social media in promoting personal opinion, sharing
thoughts or conduction discussion has often posed a dilemma of whether or not can social media
be relied on and hence the future of social media in democracy is quegBayedhvello 2015].
Although viewing global democracy from USA and EU perspectives might neglect local and
traditional norms, Internet can still be a tool to bypass the ruling elites that rules many developing

areas for their benefits [Omalicheva 2015].

Online access has also created new trends in education. With the use of online videos, lectures are
becoming more flexible whilst simplifying leaning and enhancing learning and knowledge
acquisition [Lopes and Soares 2016]. Apart from using internet aschirtgatool, many
institutions are offering online education for years. While this has been the positive move with

increase in the development of online courses, completion rate of these courses is still low [Jordan
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2014]. Other professionals in educatiordaesearch have been taking advantage of these online
trends by making use of smartphones to conduct online surveys. Since a good number of internet
users are using smartphones, online questionnaires have become a regular tool for surveys
[Buskirk and Andus 2012].

Globally, internet is becoming one of the cornerstone of our lives, workplace, business, healthcare
to name the few. Among other things, the dynamic business world has a shift towards outsourcing
to small companies and freelance contractorsi@mmot and Lambregts 2015]. According to ITU
[2016], although 3.9 billion people are still not connected to the internet, over 95% (seven billion)
of global citizens live in area covered by mobile network with over 4 billion people inside Long
Term Evoluton (LTE) coverage. On the other hand, mobile penetration is forecasted to reach at
least 71% by 2019 [IS, 2015]. With these numbers, the global trends are shifting towards online
life with businesses increasing online activities. For example, global potdioet companies as
ranked by their market capitalization shows their total market cap rose from $17 billion in 1995 to
$2.4 trillion in 2015 [Meeker 2015]. This shows, with the projected connectivity and internet
penetration growth, more business isngao be conducted online. This means other sectors will

al so have to adopt and therefore understandi

acting accordingly.
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METHODOLOGY

The study whose results are being presented in this pagerqusntitative approach in which
online questionnaire was distributed via social media. After creating the questionnaire, researcher
used Google Forms to create an online questionnaire. The online questionnaire was then
distributed using social media, mbi WhatsApp for the first week and Facebook for four

following weeks.

The guestionnaire was designed in 5 main parts. The first part aimed at users's profiles, asking
about their age group, gender, location, current occupation etc. The aim was to ndadgnsther

there is any relationship between these data and their experience online. The second part focused
on internet usage experience in terms of service availability, the network used and users' perception
about the quality. The third part looked imimsting issues, users' feelings about cost and different
payment experiences such as in internet cafe. The fourth part looked into the actual activities online
and users' behavior such as the frequency of using social media, email and key activities$, in w
participants were asked to choose six activities (out of twenty) mostly conducted online. The final
part looked into the non technical quality of service issues, also known as Quality of Experience

(QoE) such as helpdesk availability and usefulnesiseopurchased service (internet connection).

Due to the fact that the research was aiming at understanding the online trends, this work targeted
all Tanzanians regardless of the age, gender, or geographical location because for someone to use
social meda means that they are already connected. Data were automatically collected into tabular
spreadsheet from, a data management standard for Google Forms. From there, data was transferred

into Microsoft Spreadsheet and analysis task began.

A total of 2304 qustionnaire were filled from all regions and districts of Tanzania. It was observed
that some of the participants had filled over one form and therefore it was imperative that data had
to be cleaned. After removing the uncompleted and repeated recorids,od 1931 records were

left, which was viewed as sufficient for the study.

International Journal bComputing and ICT Research, Vol. 10, Issue 2, December 2016



95

FINDINGS AND DISCUSSION

The internet use in Tanzania appears to be rising over the years reflecting data provided by ITU.
Of the 1931 patrticipants almost half (49%) being of ageé 2635 followed by 1825 age group
(students) with 31% (fig 1). It was expected
considering the fact that the research used social network especially Facebook to conduct the study.
The gap between male ftemale was also surprisingly big with 89% male and 11% female.
Although using technology has been viewed to learn more towards male population, the findings
show a huge indication of a gender digital divide. The research has also seen the relationship of
education and the use of social media with over 38% of the participants having a degree or more

and over 20% being in college while only 4% with primary school education (fig. 2).

Age Education

Over

Others 1
Degree or more §
In College/University ——
Teaching or tertiary college E—)
High School =
Secondary Schoo| i —f|"
Primary School &

26-35

0% 10% 20% 30% 40% 50%

Fig 1. Age of the participants Fig 2. Education of the participants

It should be noted however that since it was clear that this is the research, many social media users
chose to ignore or participate and their education background might have weighed in their decision
to participate or not. Another notable data is that ofrtheme in which the leading group is the

lower middle class of TZS 150,000TZS 500,000, relating to students in colleges followed by
upper middle class of TZS 50ZS 1,200,000 (fig 3).
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Fig. 31 Income of the participants.

Furthermore, the study reaah out to all regions of Tanzania with Dar es Salaam, Mbeya and
Arusha leading the way (fig 4). It should be noted however that Dar es salaam has a relatively high

population density.
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Fig. 41 Locations of the participants, totaling 1931.
Internet Connectivity

Most participants either access internet everyday (68%) and every hour (24%) (fig 4). Although
these numbers were expected due to the methodology of the study, it is evident that being
connected to the internet is becoming the basic need. Whed akkut which network they use

to get access to the internet, most participants indicated that they use more than one network.
Figure 5 shows Vodacom leading the way, followed closely by Tigo and Halotel. It should be
noted however that most participaate using cellular network to get connected via their mobile

devices.
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Internet Use Frequency
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Fig 47 Frequency of internet use

Of all the telecom companies, Halotel has shown huge expansion in the two years of operation,

surpassing Airtel.

Network Used Connection Type

Smile |
Smart 1]
Airtel I ]

Tigo | |
Halotel | |
Vodacom | |

Zantel I
TTCL

Waya
14%

0% 10% 20% 30% 40% 50%

Siwaya
O This Network 86%

O This network and other network

Fig. 51 Networks mostly usedtaccess thé&ig. 61 Connection Type.
internet from mobile phones and modems.

International Journal oComputing and ICT Research, Vol. 10, Issue 2, December 2016



98

Connectivity Cost

The study also wanted to find out the views and perception of the users about the cost of being
connected. As it can be seen (fig. 7), more than 58%ypaneding over TZS 12,000(US $6) per
week and over TZS 48,000 per month. Furthermore, most users prefer using bundles over pay as

you go (credit top up) as shown in figure 8 with almost 80% going for weekly bundles (fig. 8).

Amount Paid per Week in Internet Payment
TZS Aproaches
Over 28,000 D OAU AO 0T O ¢I 8
- ——
16,000-28,000 Monthly bundles [T |
12,000-16,000 ——)
8.000-12.000 D Weekly Bundles | [
4,000-8,000 ———————) Daily Bundles :l:l
2,000-4,000 ===
. , . , OThis Bundle only
0% 10% 20% 30% O Other Bundles
Fig. 71 Weekly spending Internet Fig. 81 Preferred bundles.

When asked about their views about the price, majority (55%) said it was either expensive or very

expensive while the rest said it was good or average (fig. 9).

Perception Towards Price

Very Expensive

Expensive

Average
(€10 oo [ ——
0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

Fig. 91 Participants views towards prices they paging to access internet.
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Some of the participants uses internet café to access internet. When asked about the cost, results
were not much different from those accessing internet from phones or modems with 62%

indicating that they find cost either expesesor very expensive (fig. 10 & 11).

Cost per hour in Internet Price on Internet Cafe
Cafe ) |
Very Expensive 19%

Over 2000 h 8% -

T Expensive 43%
1000-2000 34% | | | |

- |
500-1000 | [57% Averaga | [38%
Bellow 500 | 0% Good | 0%

0% 20% 40% 60% 80% 0% 10% 20% 30% 40% 50%

Fig. 107 Cost of using Internet Café. Fig. 117 Internet Café price perception.

Although the use of internet cafes is constantly in the decline as many customers have moved into
mobile devices, participants stflhd these facilities as useful for use such as university or job
application, where one has to fill long forms or attach files, tasks that cannot be performed on

mobile phones.

Online Activities

Being connected is becoming a fundamental necessity foermadorld as many governments

turns into online services to send public services closer to citizens. This means the quality of the
service offered must be reasonable, meeting the minimum standard to support basic applications
[Sedoyeka et.al, 2009). Wheskad their views about quality, most seems to be satisfied with the
guality they are receivingwith 50% saying either good or very good with over 42% saying the
network is average (fig. 12). As indicated in the fig. 4, many participants get online evenydday

over a quarter of them, every hour with over 51% said they cannot stay away from their phone for
over one hour and over 67% within six hours (fig. 13). When asked about emails, over 45% said
they cannot go over six hours without checking their emhilen69% said the maximum time

they can go is one day (fig. 14).
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Perception on Quality of Internet
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Fig. 121 QoS Perception.
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Fig. 131 Maximum time away from mobile
device chat applications.
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Fig. 147 Maximum time away from Emails.

The core of the study was to establish the a@wiperformed by Tanzanian online. When asked

about their time online, in which participants were asked to choose six most activities they each

do the most online, many indicated that acquiring knowledge in education and research (83%)and
social networkind81%) being the leading activities (fig. 15). Communicating or keeping up with

friends via emails (68%) or chatting (63%) is pointed to be important as well. On the lower end,

video conferencing, online TV, online gaming is still low.
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