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Editor-in-Chief 

Department of Computer Science and Engineering, 

The University of Tennessee-Chattanooga, Tennessee, 37403, USA. 

 

IJCIR Reference Format:  

Kizza, Joseph. M.  Can Implementing Smart City Technologies  Save the African Cities? ï Part 2, Vol. 

10, Issue.2 pp 6 - 9. http://www.ijcir.org/volume 10-issue 2/article 1.pdf.  

 

INTRODUCTION  

 

In part I of this essay, ñCan Implementing Smart City Technologies  Save the African Cities? ï Part Iò, 

International Journal of Computing and ICT Research (IJCIR), Vol. 10, Issue.1 pp 6-8. 

http://www.ijcir.org/volume 10-issue 2/article 1.pdf, I articulated the concept of smart city, 

defining what it takes for a city to qualify to be called a smart city. I then talked about the benefits 

of smart city technologies to the citizens of any city. Then I went ahead to look at the African city. 

I talked about the history of the African city and how this history helped in the formation of the 

characteristics of the African cities. The question I set myself to answer is ñHow can African city 

planners use these unique characteristics and any available technologies to improve the lives of 

citizens? In answering this question, I focused first at looking at the ñneeded technology listò as 

provided by Deakin and Al Wear in their article,  "From Intelligent to Smart Citiesò. In this article, 

                                                           
1 Authorôs Address: Joseph M. Kizza, Department of Computer Science and Engineering,The University of Tennessee-

Chattanooga,Chattanooga, TN 37403, USA., Joseph-kizza@utc.edu.  
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components of this work owned by others than IJCIR must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to 

post on servers or to redistribute to lists, requires prior specific permission and/or a fee."   

© International Journal of Computing and ICT Research 2008.  
International Journal of Computing and ICT Research, ISSN 1818-1139 (Print), ISSN 1996-1065 (Online), Vol.10, Issue 2,  pp. 6 - 9, December 
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they listed the following factors as ña must haveò in order for a city to start  moving  towards a 

smart city designation:  

¶ The application of a wide range of electronic and digital technologies to communities and 

cities 

¶ The use of ICT to transform life and working environments within the region 

¶ The embedding of such ICTs in government systems 

¶ The territorialisation of practices that brings ICTs and people together to enhance the 

innovation and knowledge that they offer. 

My focus in this article is to show that African cities have a potential, and some are already on 

path, to becoming smart cities. Indeed a few like Johannesburg, Tshwane and Cape Town all in 

South Africa, Nairobi in Kenya, Accra in Ghana, Lagos and Abuja in Nigeria and  Kigali in 

Rwanda.  This potential and ingredients to propel more African cities to the rank of smart cities 

include : 

¶ the uniqueness of the African city 

¶ the availability of the ñmust haveò technologies to drive Improved resource management, 

rapid urbanization, economic benefits and Job Creation (Smart Cities of Africa, Forecast 

to 2030) 

¶ needed expertise to implement the technologies and 

¶  the mechanism, policies and enforcement needed to immense the citizens of the city into 

the technologies to make the experiences and benefits of all those involved positive and 

worthwhile.  

As pointed out earlier, many Africa cities already classified as smart cities  and many others are 

on the path of acquiring these ingredients.  There are growing signs that these necessary inputs 

are getting more achievable boosted by several factors. First, African  has one of the fastest 

growing army of innovation-savvy young people interested and engaged in the current 

technological revolution. This youthful technological exuberance is bound to create applications 

that are geared to local environments and therefore more targeted. Second, Africa also has an 

estimated urban population growth of 50% within the next 30 years, youth with a technological 
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drive, a built in advantage for technological growth. Third, there is a growing list of technology 

investors being drawn to African by these statistics including [Owusu, Y]:  

¶ Mark Zuckerbergôs (Facebook CEO) visit to Nigeria to acquaint himself with the rising 

technology entrepreneurship and the evolving innovation ecosystem on the continent  

¶ GV (formerly Google Ventures), Spark Capital (Boston), Learn Capital (San Francisco) 

and the Omidyar Network (San Francisco), and others, 

¶ In 2013 and 2015, IBM opened research laboratories in Kenya and South Africa 

respectively, to develop and deploy smart applications to address inefficiencies in public 

procurement, energy management, financial inclusion, traffic congestion in Kenya and to  

cloud computing, Big Data and mobile technologies to power South Africaôs urbanization, 

boost smart mining and facilitate innovative healthcare.  

¶ In 2012, the African Development Bank (AfDB), in partnership with the governments of 

Spain and Denmark, launched the African Guarantee Fund (AGF). The AGF seeks to 

facilitate access to capital by African private investors, many of whom face hurdles raising 

capital from commercial banks, angel investors, venture capital firms and development 

finance institutions for big ticket businesses.  

 

Lastly, there is a growing determination among African city administrators to quickly learn from 

each other, inspite of the enormous diffuctlties, the mechanism, policies and enforcement needed 

to immense the citizens. For example [Smart Africa]: 

 

¶ In the most recent ñ2016 Transform Africaò conference in Kigali Rwanda, the focus on 

Smart Cities, 300 mayors of cities across Africa attended to showcase the components of 

their smart cities.  

¶ Currently, the smart city initiative is backed by 11 African countries while more nations 

are expected to join. 

¶ A number of cities are rolling out technology initiatives such as WiFi in public areas, 

including public transport vehicles, as well as cashless payment systems in public 

transport to speed up the development.  
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Are these good signs of the African cities matching to the coveted ranks of smart cities Of course 

there are problems as we outlined some of these in part I of this essay. What is needed is the 

determination and creation of a shared platform to help each other and the involvement of the 

private sector. Efforts to this end are beginning to show results. For example, one such effort is 

the realization that the fastest and greatest force to achieving the coveted designation is to create 

a common ICT platform. This, according to Fredrik Jejdling, the head of Ericsson in the sub-

Saharan Africa region, has led to a truly Networked Society in Africa to support and grow the 

needed technologies [Smart Africa].  

 

In fact the beginning of suck a Networked Society has already started with Ivory Coast, Gabon, 

Kenya, Mali, Uganda, Senegal, South Sudan, Chad, Angola, Rwanda and Burkina Faso on 

board. 
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__________________________________________________________________ 

ABSTRACT 

 

The trend of organizations offering services through integrated applications using web- and 

mobile- based information systems has raised security concerns on how to ensure security goals 

are attained. The foundation of many systemsô security problems is the lack of integrating secure 

aspects throughout the processes of architecture design of information systems. This problem is 

contributed by lack of systematic research methodology and standard security guidelines and 

principles in many organizations dealing with development of systems in Tanzania. In order to 

address the weakness of previous studies in the research design, this study employed soft design 

science methodology (integration of Soft Systems Methodology and Design Science Research); 

this enabled triangulation of research methodology to take place. The security goals for the 

proposed secure information system design architecture were explored and incorporated in all 

stages of the design of system architecture. The proposed secure architecture design of information 

system for dissemination of studentsô examinations results can be replicated to schools, colleges 

or universities in developing countries. The study contributes to body of knowledge by developing 
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December  2016.   

 

 

mailto:mshangimaduhu@yahoo.com
mailto:mshangimaduhu@yahoo.com


11 
 

International Journal of Computing  and ICT Research, Vol. 10, Issue 2, December 2016 
 

 

secure information systems architecture using a system thinking engineering approach (Soft 

System Methodology) compounded by Design Science Research principles. The application of the 

system engineering approach and design principles resulted to a new strategy, secure software 

development life cycle (secure-SDLC), in solving real world problematic situation and filling the 

identified research gap in terms of knowledge in the field of information systemsô security 

research.  

Keywords:  Applications, Security, Web, Mobile, Results dissemination, Information systems, 

Design science research, Soft Systems Methodology, Soft Design Science Methodology 

 

 

IJCIR Reference Format:  

Maduhu Mshangi, Edephonce Ngemera Nfuka, Camilius Sanga. Designing Secure Web and 

Mobile-Based Information System for Dissemination of Studentsô Examination Results: The 

Suitability of Soft Design Science Methodology, Vol. 10, Issue.2 pp 10 - 40. 

http://www.ijcir.org/volume 10-issue 2/article 2.pdf. 

 

 

1. ).42/$5#4)/. 
The application of integrated web and mobile based information systems (IS) for delivering 

various e-services such as dissemination of examination results to different stakeholders in 

education sector is exponentially increasing (Adagunodo et al., 2009; Mohammad et al., 2011; 

Zabangwa, 2013; Fue et al., 2014). Despite the fact that organizations are benefiting in many ways 

from the integrated  information systems, the prevalence of inherent security risks is creating 

significant threats (HKSAR, 2008; Rico et al., 2011; Adebiyi et al., 2012; Ebot-Arreymbi, 2012). 

Public and private organizations in Tanzania have developed different mechanisms to address the 

security threats associated to different information systems which are in use. National 

Examinations Council of Tanzania (NECTA - www.necta.go.tz) is responsible for administration 

of all National Examinations in secondary schools and primary schools (Mshangi, 2013). It offers 

a number of services electronically from online registration of candidates for various examinations 

to dissemination of studentsô examination results (NECTA, 2015). NECTA has been computerized 

recently but it used to release examination results through hard-copies which were distributed in 

http://www.necta.go.tz/
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the country through Regional educational officersô offices (REOO), libraries and secondary 

schools. This approach was very expensive to Government, students, parents and other 

stakeholders. In 1990ôs students were required to travel from different parts of Tanzania to REOO 

to get their examinations results but recently there is a change due to the improvement in 

Information and Communication Technology (ICT)(Mshangi, 2013; TCRA, 2016). NECTA has 

introduced a web based and mobile based systems for exams results dissemination. According to 

Msanjila and  Muhiche (2011), NECTA system has the following system design shortcomings: it 

allows request only from some mobile operators, and does not provide adequate security; it allows 

impersonation since a student can easily request for other result by simply specifying their 

examination number; it does not provide results for previous years and it does not provide any 

administration service through mobile phone. Mainly the web-based and mobile based systems at 

NECTA  faces a number of risks. The secuirty risks for NECTA systemsô has been contributed by 

lack of incoporating security principles in different stages of system  architecture design for web-

based and mobile based systems. Thus, in order to address the problem of insecure architecture 

design for web-based and mobile based information systems, this study applied Soft Design 

Science Metholodology to address this fuzzy problem. 

 

1.1. 4ÈÅ 3ÕÉÔÁÂÉÌÉÔÙ ÏÆ 3ÏÆÔ $ÅÓÉÇÎ 3ÃÉÅÎÃÅ -ÅÔÈÏÄÏÌÏÇÙ 

The soft design science methodology merges the common Design Science Research (DSR) process 

(design, build-artifact, evaluation)(Hevner et al., 2004a; Peffers et al., 2007, 2012) together with 

the iterative Soft Systems Methodology (SSM)(Baskerville et al., 2009; Timurtas, 2011). The 

design-build artifact evaluation process was iterated until the specific requirements were met 

(Baskerville et al., 2009; Sanga, 2010).  

 

1.1.1. Design Science Research(DSR) 

DSR is the research methodology used for creation and evaluation of artifacts for information 

systems intended to solve an identified fuzzy organizational problem using behavioral and design 

science paradigms (Hevner et al., 2004; Gregor & Hevner, 2013). Information systems artifacts 

are broadly defined as constructs (vocabulary and symbols), models (abstractions, 

architects,frameworks, conceptual models, representations), methods (algorithms and practices), 
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and instantiations (implementation of systems, and prototype systems)( Hevner et al., 2004; 

Futcher, 2011). Simon (1996) argue that DSR is the science of artificial for creation of innovative 

artifacts to solve real world problems. It is rooted in the fields of engineering, architecture and art 

with the role of creativity in design. DSR has been adopted as a problem solving paradigm in the 

field of information systems (Hevner et al., 2004a; Peffers et al., 2007, 2012; Gregor & Hevner, 

2013; Venter et al., 2015). Design is a wicked problem by itself (Farrell & Hooker, 2013) based 

on the following criteria: requirements and constraints are unstable; complex interactions among 

subcomponents of problem and resulting subcomponents of solution; inherent flexibility to change 

artifacts and processes; dependence on human cognitive abilities  and dependence on human social 

abilities. DSR has gained significant acceptance within the design work on technology solution 

but it lacks the socio-technical concern(Razali et al., 2010; Mahundu, 2015, 2016) which is a vital 

component in the conceptualization of artifact development. In this study, the weakness of DSR 

was addressed  by the strength of SSM and vice versa. 

 

1.1.2. Soft Systems Methodology (SSM)  

SSM originally it was seen as a modelling tool, but in later years it has been seen increasingly as 

a learning and meaning development tool (Checkland & Scholes, 1990; Chatzipanagiotou, 2014). 

Although it develops models, the models are not supposed to represent the ñreal worldò, but by 

using systems rules and principles allow you to structure your thinking about the real world 

(Checkland, 1981, 1998; Baskerville et al., 2009; Timurtas, 2011). At the heart of SSM is a 

comparison between the world as it is, and some models of the world as it might be(Sanga, 2010; 

Razali et al., 2010; Novani et al., 2014). Out of this comparison arise a better understanding of the 

world ("research"), and some ideas for improvement ("action")(Checkland & Scholes, 1990; 

Basden, 2003; Sanga, 2010; Chatzipanagiotou, 2014). The SSM as contained in the original works 

of Checkland (1981 and 1998) has seven stages (Figure 1). Some of them address the ñrealò world, 

and some of them perhaps the most important parts address a conceptual world.  The seven stages 

are:  

¶ Stage 1: entering the problem situation (problem situation unstructured): the problem situation is 

first experienced, as it is, by the researcher.  That is, the researcher makes as few presumptions 

about the nature of the situation as possible. 
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¶ Stage 2: expressing the problem situation (problem situation structured): in this step the 

researcher develops a detailed description, a "rich picture", of the situation within which the 

problem occurs. 

¶ Stage 3: formulating root definitions of relevant systems (root definition of the relevant system): 

now the "root definitions", the essence of the relevant systems, are defined. 

¶ Stage 4: building Conceptual Models of Human Activity Systems: This stage consists of the 

conceptual model, which represents the minimum set of procedures for the system to be able to 

achieve the desired transformation. 

¶ Stage 5: comparing the models with the real world 

¶ Stage 6: defining changes that are desirable and feasible 

¶ Stage 7:Action to improve the problem situation 

 

 
Figure 1: Stages of SSM (Checkland, 1981, 1998) 

 

Applying the seven stages of SSM (Figure 1), Soft systems thinking seeks to explore the ómessyô 

problematic situations that arise in human activity(Baskerville et al., 2009; Mshangi et al., 2015). 

Checkland and Scholes (1990) described SSM as a process of seven stages(Figure 1) of analysis 

which uses the concept of a system of human activity as a means to get from the ñfindingò of 

problematic situation (wicked/complex/fuzzy problem) to ñtaking actionò to improve the situation.  
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The SSM was integrated (Baskerville et al., 2009; Razali et al., 2010; Timurtas, 2011; 

Chatzipanagiotou, 2014) within the seven guidelines (Hevner et al., 2004a; Chatzipanagiotou, 

2014; Venter et al., 2015) of DSR as shown in Table 1 and Figure 2. 

 

Table 1: Integrating SSM into DSR 

 

S/N DSR Guidelines SSM stages  
1 Guideline 1: Design as an Artifact Stage 1-2; stage 1: problem unstructured; stage 2: problem situation 

structured (Finding out). 
2 Guideline 2: Problem relevance. Stage 3-4; stage 3: root definition of the relevant systems is defined; 

stage 4: conceptual model developed (system thinking). 
3 Guideline 3: Design evaluation Stages 5: comparisons of conceptual models in stage 4 with real 

world in stage 2 performed (Finding out). 
4 Guideline 4: Research 

Contributions 
Stage 6: feasible and desirable changes defined (Taking action). 

5 
Guideline 5: Research rigor 

Stage 7: action to improve the problem situation executed (Taking 
acton). 

6 Guideline 6:  
Design as a search process 

7 Guideline 7: Communication of 
research 

 

Source: adapted from Checkland and Scholes (1990), Hevner et al. (2004a),Razali et al. (2010), 

Hevner and Chatterjee (2012), Venter et al.(2015), Peffers et al.( 2007, 2012) 
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Figure 2 depicts how SSM was integrated with DSR in this study. The use of soft design science 

methodology (integration of SSM and DSR) enabled triangulation of research methodology to take 

place; the weaknesses of SSM were complemented by strengths of the DSR and vice versa. Thus, 

by integrating SSM with DSR, assisted in achieving relevance and research contribution rigour 

(Peffers et al., 2007, 2012; Adebiyi et al., 2012; Ebot-Arreymbi, 2012; Hevner & Chatterjee, 2012) 

of the developed artifact titled óa design of secure system architecture for dissemination of 

studentsô examination resultsô (Figure 2).  

 

 

Figure 2: SSM in DSR (adapted from Checkland & Scholes, 1990; Hevner et al., 2004a; Peffers et al., 

2007, 2012; Baskerville et al., 2009; Sanga, 2010; Razali et al., 2010; Timurtas, 2011; Hevner & Chatterjee, 

2012; Venter et al., 2015) 
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1.2. Problem Statement 

Embracing the rapid pace of Information and Communication technology (ICT) has provided 

Tanzania education sector with the opportunity to offer electronic services (e-services or e-

government) to the public using web and mobile based information systems (IS)(Mahundu, 2015, 

2016). The web-based and mobile based systems faces a number of cyber attacks, threats and risks 

in cyberspace (Nfuka et al., 2014). These Information Technology (IT) security problems is 

attributed by many challenges. One of those challenges is an insecure system architecture design 

in web-based and mobile based IS. The insecure system architecture design is mainly contributed 

by information systems (applications) being developed and deployed without considering security 

requirements in the software development life cycle (SDLC) processes (Seacord et al., 2007; Rico 

et al., 2011; Seacord, 2013a; Unuakhalu et al., 2014). Currently most of attacks target at the 

application level (Seacord, 2013b; Unuakhalu et al., 2014). Security requirements are not given 

priority in SDLC, but considerd in the post development phase (Unuakhalu et al., 2014). Thus, the 

developed applications are vulnerables to various cyber attacks in cyberspace (Nfuka et al., 2014). 

As a consequence for ignoring or downplaying security requrements during SDLC are quite real 

and have significant impact on many organisations(Rico et al., 2011; Seacord, 2013a). Web based 

and mobile based applications are developed without incorporating security requirements during 

SDLC and this causes security flaws at the final developed artifact (Haridas, 2007; Adebiyi et al., 

2012; Ebot-Arreymbi, 2012; Popa, 2012). Security flaws in the web and mobile based IS has been 

contributed mostly by design flaws during SDLC (Adebiyi et al., 2012; Popa, 2012). Integrating 

security aspects into developed software applications at a final stage of SDLC has been found to 

be more costly than when it is integrated during the early stages (Seacord, 2013b). The failure to 

integrate security issues at early stages of the SDLC has been caused by the lack of security 

awareness and training to developers/architects, management and other stakeholders(Stoneburner 

et al., 2004; Unuakhalu et al., 2014). Further, the problem has been worsened by systems 

developers designing architectures and developing web and mobile based IS without using secure 

coding standards, principles and guidelines(Stoneburner et al., 2004; Haridas, 2007; Seacord, 

2013a). In this study, the main research problem which was addressed was ñhow to improve 

security in web and mobile based IS for education sector in Tanzania through incoporating security 

standards, principles, guidelines and strategies in every phase of SDLCò. Thus, the main objective 
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of this study was to explore security requirements during the designing of system architecture for 

developing a secure web and mobile based IS in case of education sector in Tanzania.  

 

Figure 3 depicts  the background to the problem of insecure systems architecture design for web 

and mobile based IS developed after literature review and from our early research works (Nfuka 

et al., 2014). 

 

 
Figure 3: Background to the research problem  

 

The purpose of this study was to explore security requirements in SDLC and propose a secure 

system architecture design  for tackling the real-world problematic situation of insecure system 

architecture design, case of education sector in Tanzania; using the suitability of soft design 

science methodology. The rest of this paper is organized as follows. Section 2 presents the 

literature review related to the research problem. Section 3 describes the research methodology 

employed in this study. Section 4 to 6 presents discussions on how soft design science 

methodology(integrating DSR with SSM) was employed; the relevance of integrating DSR with 

SSM in this study; problem relevance and root definition using CATWOE analysis. Section 7 
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describes the proposed secure system architecture design for tackling a real world problematic 

situation and filling the identified research gap in terms of knowledge in the field of information 

systemsô security research. Finally, section 8 presents the conclusion and recommendations. 

 

2. ,)4%2!452% 2%6)%7 
Societyôs increased dependency on networked software systems has been matched by an increase 

in the number of cyber attacks (Seacord, 2013b; Nfuka et al., 2014; Gilliland, 2015). The cyber 

attacks are directed at governments, corporations, educational institutions, and individual 

computer systems and it has resulted in loss and compromise of sensitive data, system damage, 

lost productivity, and financial loss (Seacord & Rafail, 2006; Gilliland, 2015). Most of the cyber 

attacks are the results of open holes (vulnerabilities) introduced during SDLC (Seacord & Rafail, 

2006; Popa, 2012; Mshangi et al., 2015). The SDLC is the term in IS which is used to describe the 

process for planning, analysing, designing, developing, evaluating / testing, deploying and 

maintenance of a software product (Haridas, 2007; Popa, 2012).Thus, the SDLC is the overall 

process of developing, implementing, and retiring IS through a multistep process from initiation, 

analysis, design, implementation, and maintenance to disposal (Popa, 2012; Unuakhalu et al., 

2014). SDLC includes requirement gathering and analysis, design, coding, testing and deployment 

(Haridas, 2007). S-SDLC stresses on incorporating security aspects into the SDLC (Haridas, 2007; 

Seacord, 2013b; Unuakhalu et al., 2014) (Figure 4).  
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Key: FRS= Functional Requirement Specifications; SRS= System Requirement Specifications  

Figure 4: Secure SDLC (adapted from Haridas, 2007; Brown & Paller, 2008; Popa, 2012; 

Seacord, 2013b; Unuakhalu et al., 2014) 

 

Developing secure application requires secure designs and flawless implementations (Seacord & 

Rafail, 2006; Seacord, 2013b). Security flaws in web and mobile based applications today has been 

contributed mostly to design flaws during SDLC(Adebiyi et al., 2012; Ebot-Arreymbi, 2012; 

Seacord, 2013a). Integrating security into software applications at final stage of SDLC has been 

found to be more costly than when it is integrated during initial stages (Haridas, 2007; Rico et al., 

2011; Adebiyi et al., 2012). The failure to integrate security aspects  in initial stages of SDLC has 

been contributed by lack of security awareness training to different stakeholders (Ebot-Arreymbi, 

2012; Seacord, 2013b); and lack of secure coding standards (Seacord & Rafail, 2006; Rico et al., 

2011; Seacord, 2013b) for web and mobile based IS. The secure coding standard is a practice of 

developing software in a way that guards against the accidental introduction of security 

vulnerabilities during SDLC (Seacord & Rafail, 2006; Popa, 2012). Defects, bugs and logic flaws 

are consistently the primary cause of commonly exploited software vulnerabilities (Brown & 

https://en.wikipedia.org/wiki/Software
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Paller, 2008; Gilliland, 2015). By identifying the insecure coding practices that lead to these errors 

and educating developers, architects on secure alternatives, organizations can take proactive steps 

to help significantly reduce or eliminate vulnerabilities in software before deployment (Popa, 

2012; Seacord, 2013b; Gilliland, 2015). Thus, IS such as web and mobile based applications are 

susceptible to various cyber-attacks due to security vulnerabilities exposed during SDLC (Rico et 

al., 2011; Adebiyi et al., 2012; Gilliland, 2015). 

 

The web based applications in cyber space are subject to cyber-attacks (Nfuka et al., 2014; 

Gilliland, 2015). While it is impossible to eliminate all risks from organizational operations, one 

of the most effective ways to protect organization information resources and assets is through the 

incorporation of risk management and security during the SDLC (Rico et al., 2011; Popa, 2012; 

Unuakhalu et al., 2014). The cyber-attacks are due to presence of security vulnerabilities caused 

by security shortcomings within the overall SDLC (Futcher, 2011; Rico et al., 2011; Gilliland, 

2015). The common threats for attacks on web based information systems are:  

i.SQL injection attack (Tajpour et al., 2012);  

ii.OS command injection (IPA, 2011; CWE, 2014);  

iii.Unchecked path parameter / directory traversal (Rouse, 2015; Samir, 2015);  

iv.Session hijacking attack (Bharti & Chaudhary, 2013; Bharti et al., 2013);  

v.Cross-site scripting (XSS) (Grossman et al., 2007); 

vi.Cross-site request forgery (CSRF) (Batarfi et al., 2014).  

These attacks are contributed by failure to incorporate the security requirements in different 

phases of SDLC. Thus, these attacks have been accelerated by lack of security awareness training 

as well as lack of secure coding standards (Brown & Paller, 2008; Popa, 2012). 

 

The mobile based IS in cyber space are subject to cyber-attacks. Some of the common attacks 

include: 

a. Message disclosures (Victoria, 2007; HKSAR, 2008; Nyamtiga et al., 2013);  

b. SMS spamming (HKSAR, 2008; Gsma, 2011; URT, 2015b); 

c. Flooding/denial of services attacks (DoS) (HKSAR, 2008; Gsma, 2011);  

d. SMS phishing (SMiShing) (Gsma, 2011; Kitindi et al., 2014; Shahriar et al., 2015); 
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e. Mobile Malware (Gsma, 2011; PTAC, 2011; Alfalqi et al., 2015);  

f. SMS spoofing (Gsma, 2011; PTAC, 2011). 

 

There has been a number of studies related to improving security in web based and mobile based 

IS for delivering e-services such as dissemination of studentsô examinations results (Adagunodo 

et al., 2009a; Muhamadi et al., 2009; Ibrahim, 2011; Zabangwa, 2013). However, none of these 

studies were carried out for designing secure web and mobile-based IS for dissemination of 

studentsô examination results in education sector in Tanzania. This study differentiates from the 

rest of the researches by integrating design science research with soft systems methodology. For 

example, past study by Zabangwa (2013) presented a system architecture design for ñOnline and 

SMS Results Dissemination System: Case of Zambia Examinations Councilò. The system 

architecture was designed to enable easy and convenient access to examination results as soon as 

they are available. The system designer considered security for administrative access and user 

access to the database; and security architecture design from initial stages of SDLC was not 

considered. Hence, there is a need to conduct study for designing secure IS for dissemination of 

students examination results through integrated platform based on web and mobile phones. 

 

The study by Adagunodo et al. (2009) presented a system architecture design for ñSMS User 

Interface Result Checking Systemò. The system architecture presented uses short message service 

(SMS) for enabling university students to request examination results, by sending SMS to 

designated number along with password. By including password in the same SMS poses a 

significant risk, as the SMS sent can be viewed by anyone who accesses the phone physically. 

Also, the SMS sent without encryption is subject to various SMS attacks. SMS propagate in the 

system from sender to receiver and vice-versa without encryption (Adagunodo et al., 2009b). The 

study by Adagunodo et al. (2009) further recommended  additional study for securing SMS User 

Interface, and integrating with web based IS.  Thus, this necessitate a need to conduct study to 

design secure IS for dissemination of students examination results through integrated platform 

based on web and SMS. 
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Ibrahim (2011) proposed system architecture for óImproved SMS User Interface System to Support 

University Services (A Case Study on Islamic University of Gaza)ô. The system enables students 

to access their academic services (such as their study schedules, assessment performance, and 

institutionôs provision of information to students) irrespective of geographical location. The study 

presented a number of issues which include: the connection options provided by system through 

GSM modem and Internet connectivity to GSM network. Also, the security were incorporated 

during sending SMS in defined format (Roll number password keyword Semester) to GSM 

network operators along with one time password (OTP) (Ibrahim, 2011).  The study by Ibrahim 

(2011) addressed only security aspects for SMS based IS, and not web-based IS.  

 

Muhamadi et al. ( 2009) proposed IS architecture for enhancing the óStudent Record retrieval 

Systemô by having an SMS automatically being sent to each student once a lecturer submits a 

marking to their records. The study presented system architecture on how SMS can be integrated 

with applications over the Internet and applications within a LAN/WAN/Intranet. The weakness 

of  Muhamadi et al. ( 2009) is that security issues at various phases of SDLC was not incorporated. 

Past studies by Rico et al.(2011); Kritzinger and Solms (2012); and Smith (2015) revealed  that 

insecure system design archicture is due to failure to incorperate security requirements in SDLC. 

This has been contributed by the lack of secure coding standard, and  security awareness and 

training to architects/developers. Many organizations during systems development do not take into 

account information risk management, and typically add security as an afterthought, thereby 

neglecting to integrate security throughout the SDLC(Adebiyi et al., 2012; Unuakhalu et al., 

2014); this led to insecure design architecture of IS. Literature review show that requirement phase 

of SDLC is the most problematic phase.  

 

Thus, previous literature contributed to ascertaining the research gap. This calls for a need to 

conduct a research to fill the identified research gaps. The main research question was ñhow to 

improve the security in web and mobile based information systems?ò. The following sub research 

questions were formulated based on the main research question:  

i. Q1:How organization conducts security awareness, training and education to employees? 
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ii.  Q2:Have standards measure been established that address secure coding practices, and taken 

into consideration during application security vulnerabilities testing in organization? 

 

3. 2%3%!2#( -%4(/$/,/'9 

The study employed the suitability of soft design science methodology (integration of DSR with  

SSM) to tackle the real world problematic situation. The research problem in this study was ñhow 

to improve security in web and mobile based applications through incorporation of security 

requirements in SDLC: case of education sector in Tanzaniaò. The question entails the creation of 

innovative artifacts to address real world organizational problem. The problematic situation which 

need to be tackled for improving the situation is being the insecure system architecture design for 

web and mobile based information systems for dissemination of studentsô exams results: case of 

education sector in Tanzania. Thus, in addressing the problematic situation of insecure architecture 

design for web-based and mobile based IS, the study applied Design science methodology (DSR 

integrated with SSM) to tackle the real world problematic situation. Early studies used DSR 

(Hevner et al., 2004a; Peffers et al., 2007, 2012; Gregor & Hevner, 2013; Venter et al., 2015) and 

SSM (Checkland & Scholes, 1990; Sanga, 2010; Chatzipanagiotou, 2014; Novani et al., 2014; 

Mshangi et al., 2015) without sandwiching both methodologies to counter check the weaknesses 

of each approach. 

  

In this study mixed research methods (quantitative and qualitative research methods) were applied 

for data collection to address the main research problem using two sub research questions (Q1 & 

Q2). The use of quantitative and qualitative research methods enabled triangulation of research 

methods to take place. Triangulation refers to the use of different data collection methods within 

one study in order to ensure that the deeper undertsanding of the phenomena are obtained from the 

rich data (Hoepfl, 1997). Each method has its unique strengths and weaknesses. By using multi-

methods, the weakness of one method was complemented by strength of the other method. The 

quantitative research method for data collection which was employed was survey questionnaire. 

The qualitative research methods which were employed were interview for focused 

group/individuals and documentary review. SSM integrated within DSR was employed for the 
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management of the analysis of data in a systematic way. This enabled another triangulation of 

research methodology.  

 

SSM is a systemic approach for tackling real world problematic situations in a circular fashion 

(Checkland & Scholes, 1990; Sanga, 2010). The analysis of the data collected in each cycle were 

done using ñR statistical computing packageò. R is a software language for carrying out 

complicated (and simple) statistical analysis. It is a language for statistical computing and graphics 

(R Core Team, 2013). The choice of R was based on the capability of R in comparison with other 

statistical data analysis computing packages. The Capability Maturity Model (CMM), ISO/IEC 

21827:2008 was applied to address security engineering aspects, in particular to evaluate their 

security engineering practices and define improvements to enable secure principles are 

incorporated in all system life cycles of IS (ISO/IEC 21827, 2008). The CMM with a rating scale 

of 0-5: minimum 0 and maximum 5 was used; 0 stands for not performed (non-existent); 1 stands 

for performed informally (unplanned/ad-hoc); 2 stands for partially implemented (planned); 3 

stands for implementation is in progress (planned and tracked); 4 stands for fully implemented 

(well defined and auditable); 5 stands for fully implemented and regularly updated (monitored and 

audited for compliance).  

 

The sample size for the study comprised of 32 ICT experts and 6 heads of ICT department from 

six organizations in education sector of Tanzania. The selected organizations are represented as K, 

L, M, N, O and P. The six organizations selected for study are those which are mainly involving 

in the education assessment and management of education. The selection of these organizations 

were based on their high impact to the whole education sector. In this study, the names of the six 

selected organizations referred as K, L, M, N, O and P was not disclosed to adhere to ethical 

principles of conducting this type of research (Table 2). 
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Table 2: Description of the organizations under study 

S/N Organization Description 

1 Organization K 

 

This is mandated to recognize, approve, register and accredit universities 

operating in Tanzania and local or foreign university level programs being 

offered by registered higher education institutions.  

2 Organization L 

 

This is responsible for establishing the regulatory framework for technical 

education and training, leading to quality assured qualifications.  

3 Organization M 

 

Its main function is handling examinations within the United Republic of 

Tanzania and to make provision for places and centres for examinations.  

4 Organization N 

 

This is responsible for designing, developing, testing, reviewing and/or 

revising curricula at pre-primary, primary, secondary, special education and 

teacher training levels. 

5 Organization O 

 

This is mandated for formulation, monitoring and evaluation of the 

implementation of policies, teachersô training, registration of schools, 

inspection of education services and infrastructure, library services and 

education press services. 

6 Organization P 

 

This has the role of coordinating, administration and management of 

education for pre-primary, primary and secondary schools.   

Source: (URT, 2015a) 

4. (/7 4(% 3/&4 $%3)'. 3#)%.#% -%4(/$/,/'9 7!3 !00,)%$ ). 4()3 345$9 

Table 3 depicts how the soft design science methodology (DSR integrated with SSM) was applied 

in this study in tackling the real world problematic situation: insecure system architecture design 

for web and mobile based information systems for dissemination of studentsô exams results: case 

of education sector in Tanzania. 

 

Table 3: How the integrated DSR and SSM guided this study 

S/

N 

DSR 

Guidelines 

How DSR was applied in this study SSM stages integration 

into DSR  

1 Guideline 1: 

Design as an 

Arti fact 

The viable artifacts  in this study were 

inform of secure design architecture for 

information systems. 

Stage 1-2 of SSM was 

integrated into Guideline 1 

of DSR (finding out). 

2 Guideline 2: 

Problem 

relevance. 

The study explored security requirements 

in web and mobile based information 

systems in SDLC; and developed artifact 

for secure system architecture design for 

improving security in web and mobile 

based information systems for 

dissemination of studentsô examinations 

results. 

Stage 3-4 of SSM was 

integrated into Guideline 2 

of DSR; in stage 3, root 

definition of the relevant 

systems was defined; stage 

4: conceptual model was 

developed (system thinking). 
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S/

N 

DSR 

Guidelines 

How DSR was applied in this study SSM stages integration 

into DSR  

3 Guideline 3: 

Design 

evaluation 

The evalutaion was done for developed  

secure design architecture for information 

systems. 

Stages 5 of SSM was 

integrated into Guideline 3 

of DSR; in stage 5 

comparisons of conceptual 

models in stage 4 with real 

world in stage 2 was 

performed (Finding out). 

4 Guideline 4: 

Research 

contributions 

The research proposed a secure design 

architecture for information systems. 

Stage 6 of SSM was 

integrated into Guideline 4 

of DSR; in stage 6 feasible 

and desirable changes were 

defined (Taking action). 

5 
Guideline 5: 

Research rigor 

The Research rigor was achieved through 

the use of mixed research methods and 

approaches in both construction and 

evaluation of the developed secure design 

architecture for information systems. 

Stage 7 of SSM was 

integrated into Gudeline 5 of 

DSR; in stage 7 action to 

improve the problem 

situation.was executed 

(Taking acton). 6 Guideline 6:  

Design as a 

search process 

Design as search process was achieved 

through using case studies of 

organizations (K,L,M,N,O,P) under study 

in education sector in Tanzania 

7 Guideline 7: 

Communicatio

n of research 

The results of this study were 

communicated back to organisations 

under study inform of discussions with 

focused groups; published in internationa 

journals. 

Source: adapted from Hevner et al.(2004) and Checkland and Scholes (1990) 

 

5. RELEVANCE OF INTEGRATING DSR WITH SSM  IN THIS STUDY  

The SSM was integrated with DSR to tackle the real world problematic situation in circular fashion 

to determine research relevance. Research relevance in developing the desired artifact was carried 

out in iterative cyclic fashion using SSM CATWOE analysis (Figure 5). The study carried out 

research rigour by employing SSM in circular fashion in two cycles.  In the first cycle (Sanga, 

2010; Mshangi et al., 2015): SSM was applied to carry out investigation on status quo on security 

awareness training and education in Tanzania education sector (Q1). SSM was used to manage the 

analyis of data in circular fashion to find desirable changes which need improvement. The analyzed 

data reveals the view when the respondents were asked whether the given organization conduct 

security awareness, training and education to employees (Q1). In the rating scale of 0-5, majority 
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of respondents (59.5% of respondents) revealed that security awareness, training and education 

are conducted in ad-hoc (scale 1) to employees; with a mean of 0.59 and standard deviation of 

0.499. The problem of insecure architecture design for information systems can be tackled by 

conducting security awareness, training and education to employees, management and various 

stakeholders. 

 

In the second cycle (Sanga, 2010; Mshangi et al., 2015): SSM was applied to carry out 

investigation on status quo on secure coding practices during systems development (Q2). SSM 

was used to manage the analyis of data for in circular fashion to find desirable changes which need 

improvement. The respondents in the semi-structured interview were asked whether the given 

organization has established standards measures that address secure coding practices  and take into 

consideration common application security vulnerabilities (Q2). In the rating scale of 0-5, majority 

of respondents (66.7% of the respondents) revealed that organizations have not established 

standards measures that address secure coding practices; with a mean of 0.33 and standard 

deviation of 0.516. The problem of insecure architecture design for information systems can be 

addressed by establishing and implementing standards measures that address secure coding 

practices, and take into consideration common application security vulnerabilities. 

 

6. PROBLEM REVANCE  AND ROOT DEFINITION  

The problem relevance was determined using CATWOE analysis.  The CATWOE analysis is the 

tool which was developed by Smyth  and  Checkland in 1976; this was employed to determine the 

problem relevance and root definition of the complex messy real world problematic situation 

facing education sector in Tanzania. The CATWOE is a mnemonic with 6 elements; where:  

C: Customer/Client: beneficiary or victim of the system's activity (individual(s) who receive 

the output from the transformation. 

¶ A: Actors: those individuals who would DO the activities of the transformation if the system 

were made real System. 

¶ T: Transformation : the purposeful activity expressed as a transformation of input to output; 

the process that turns the inputs into outputs (Input ---T---> Output). 
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¶ W: Weltanschauung: it's a German word that literally means ñworld viewò. It is the big picture 

of the situation. It is the person's worldview and beliefs, which makes the T meaningful. 

¶ O: Owner: the wider system decision maker who is concerned with the performance of the 

system; those with formal power to stop the transformation. 

¶ E: Environmental Constraints: the key constrains outside the system boundary that are 

significant to the system. It refers to elements outside the system which are taken as given. 

 

The study applied the CATWOE analysis to define and identify the problem relevance (DSR 

guideline 2) by asking at least three questions in CATWOE analysis. The questions asked includes: 

what the study is trying to achieve (W)?; How(T)?; What constraints it(E)? (Checkland and  

Scholes, 1990; Basden, 2003). The results of CATWOE analysis in this study are summarized in 

Figure 5. 

¶Clients: Society: parents, relatives, friends.

¶Actors: students, systems developers, architects, management 

of the organizations responsible for exams results.

¶Transformation: train developers to use secure coding 

standards during SDLC; security awareness training and 

education to different stakeholders: developers; architects, 

managements and different stakeholders.

¶Weltanschauung: improve security of web and mobile based 

applications.

¶Owner: top executives of organizations responsible for exams 

results.

¶Environmental Constraints: network infrastructures,  Mobile 

telephone operators; Internet connectivity and bandwidth; 

Cyber crime laws; private laws; cultures; Policies

 The main research problem:

How to improve security in web 

and mobile based applications 

through integration of security in 

every phase of systems 

development life cycle(SDLC); 

case of education sector in 

Tanzania

 
Figure 5: CATWOE analysis for secure system architecture design 

(adapted from Checkland and Scholes, 1990; Basden, 2003; Razali et al., 2010) 

 

7. 02/0/3%$ 3%#52% $%3)'. !2#()4%#452% /& ).&/2-!4)/. 3934%-  

The soft design science methodology was employed to produce the desired artifact. The rich 

picture; root problem definition (CATWOE analysis) (section 6); and results from research rigour 

(section 5) were applied in designing and creating of innovative artifact for secure design 

architecture of information systems. The process was iterated by comparing real world and 

conceptual world until the specific requirements were met in the transformation process of 

designing of secure architecture of information systems for dissemination of studentsô examination 



30 
 

International Journal of Computing  and ICT Research, Vol. 10, Issue 2, December 2016 
 

 

results. The proposed secure design system architecture take into account security measures 

against cyber-attacks affecting ISs in cyber-space. The common cyber-attacks affecting IS 

includes SQL injections, OS command injection, unchecked path parameter / directory traversal, 

session hijacking, cross-site scripting and cross-site request forgery (CSRF), message disclosures, 

SMS spamming, DoS and SMS Phishing. 

 

The proposed secure design architecture comprises of web and mobile based sub-systems 

integrated with secure-SDLC (Figure 6). It support both push and pull SMS messages for 

dissemination of examination results. Push messages are those SMS that the organization chooses 

to send out to a mobile subscriber (student/stakeholder), without the mobile subscriber initiating a 

request for the information. Pull messages are those SMS that are initiated by subscriber 

(student/stakeholder), using a mobile phone to obtain information or perform other operations. The 

designed architecture follows secure SDLC(S-SDLC). The components for securities of 

requirements in the proposed secure design system architecture (Figure 6) are as follows: 

i. Two sites (primary and secondary site) to ensure availability and recovery in case of disaster.  

ii.  The traffic which involves sensitive information should be encrypted (TLS/SSL) 

iii.  Protect the Internet accessible servers by more than one layer of security; demilitarized zone 

(DMZ), intrusion detection systems (IDS), intrusion prevention systems (IPS), web 

application firewall (WAF) and network firewall. 

iv. Encrypt the SMS communication channels through Virtual private network (VPN) to GSM 

network 

v. Access of exams results: enter correct exam number, exam type, exam year and PIN (personal 

identification number) for web based sub system. 

vi. Users for bulk SMS are authenticated by IP, port number, username and password 

vii.  SMS request is sent to SMS short code in defined format and transmitted over secure SMPP 

or HTTPS protocol to the respective GSM network operator. 

viii.  Implement security at multi-layers (network level, database level, application level, web 

server and DNS level) using security best practices such as access rights based on principle of 

least privileges; update patches of OS and database management system. 
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Key: FRS= Functional Requirement Specifications; SRS= System Requirement Specifications  

Figure 6: Proposed secure architectural design of information system  

 

7.1. Web-Based Sub System for Dissemination of Students Examinations Results  

This sub system provide interface for user (e.g. student) to enter exam type, exam year, candidate 

number and PIN (Figure 7) to get exam results; and should run over HTTPS (SSL/TLS). It consist 
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of web application firewall (WAF) for protecting against security attacks. According to the 

OWASP (2015c), a web application firewall (WAF) is an appliance, server plugin, or filter that 

applies a set of rules to an HTTP conversation. Generally, these rules cover common attacks such 

as cross-site scripting (XSS) and SQL injection. 

 

 
Figure 7: User interface for requesting results in web-based platform 

 
7.2. SMS Integrated Sub System for Dissemination of Studentsô Examinations Results  

Student/stakeholder request exam results by sending SMS to SMS short code number in the 

defined format, the format of SMS (in Swahili language words) is matokeo*centre 

number*candidate number*exam type*exam year. For example, matokeo*S1665*k4*2014 for 

form four examination results for year 2014 (Figure 8). 

 

 
Figure 8: How to send SMS for exam results-school ranking (NECTA, 2015) 
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Table 4 depicts the steps involved in sending and receiving SMS in the proposed secure system 

architecture design. SMS Gateway used for this case is Ozeking (Ozeki NG, 2015a), but can be 

substituted with any other gateway such as Kannel SMS Gateway (kannel.org, 2014). 

 
Table 4: Steps for sending and receiving SMS in SMS sub system 

 

S/N Steps in sending and receiving SMS 

SMS Sending Phase 

1 The student/stakeholder prepare/compose the SMS using mobile phone/ device (computer 

application) in the required format (Figure 7). 

2 The student/stakeholder sends the SMS to SMS short code, for example 15311. 

3 The SMS is delivered to the SMSC of GSM network operator; and SMSC route the SMS to 

SMS-Gateway based on pre-defined routings 

4 The SMS gateway processes the incoming SMS request, and the SMS is stored in incoming 

messages table  at SMS gateway (ozekimessagein); 

. The SQL for incoming SMS processing is as follows: 

INSERT INTO ozekimessagein (sender, receiver, msg, senttime, receivedtime, msgtype, 

operator) VALUES ('$originator','$recipient','$messagedata','$senttime','$receivedtime', 

'$messagetype','$operatornames'). 

 SMS Receiving Phase  
5 The SMS gateway processes the stored incoming messages at SMS gateway application; and 

the output is inserted into output table at SMS Gateway application. The SMS Gateway sends 

the output from outgoing messages table (ozekimessageout) to SMSC. The SQL for outgoing 

SMS processing is as follows: 

SELECT id, sender, receiver, msg, msgtype, operator FROM ozekimessageout WHERE 

status='send' 

6 SMSC send the SMS to student/stakeholder mobile phone; and mobile user receives the SMS 

when phone/device is active. 

 
The student/stakeholder gets the feedback instantly through SMS if the mobile phone/device is 

active; if not reachable, the user will receive the SMS later when his/her mobile phone/device is 

active and reachable. SMSC keeps on trying sending the SMS to check if the mobile phone/device 

can be reached until the SMS expiration period is reached.  The communication between database, 

SMS gateway and SMSC is encrypted by site to site VPN. Site to site crypto map is constructed 

for each SMSC in the router. Table 5 depicts an extract of router configuration for site to site VPN 

crypto map. 
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Table 5: Extract of crypto map configuration for site to site VPN 

 
! ---  Configure an ISAKMP policy  

! ---  Phase 1 Negotiations  

crypto isakmp policy 10  

 encr aes 256  

 authentication pre - share  

 group 2  

! ---  Specify the preshare d key " hasdd#$$qq " for ORGANIZATION X and Y  

crypto isakmp key hasdd#$$qq address 220.211.30.5  

 

! ---  Configure IPsec policies and specify the transform sets  

! ---  Phase 2 negotiations   

crypto IPsec transform - set aes256 set esp - aes 256 esp - sha - hmac 

! ---  Specify IPsec to use the transform -set ñaes256ò configured above 

! ---  Match address specifies the traffic to be encrypted  

 

crypto map ORGANIZATION_X_Y10 IPsec - isakmp  

! ---  Sets the IP address of the remote end to Organization Y  

set peer 220.211.30.5  

! ---  Speci fy IPsec to use the transform -set ñaes256ò configured above 

set transform - set aes256  

! ---  Match address specifies the traffic to be encrypted  

match address 100  

Source: adapted from peplink.com (2014) 

 

7.3. System Connectivity Options to the Mobile Networks  

There exist several options to connect SMS based information system to the mobile network, the 

common one are GSM modem based wireless link and IP SMS connections to the mobile network 

operator(s). By default these connection options are not secure, hence security measures such as 

use of SSL/TLS is required depending on the security requirements of a given information in 

information system (Kitindi et al., 2014). The Proposed secure architectural design of information 

system for dissemination of studentsô examination results (Figure 6) is based on Internet Protocol 

(IP) SMS connections to SMSC mobile network or SMS service provider.  The description of 

system connectivity options is given below. 

 

7.3.1. SMS Messaging with a GSM Modem/GSM Phone 

In this connectivity option of system to the mobile networks, SMS gateway operate the GSM 

modem/GSM phone to send and receive SMS messages wirelessly (Ozeki NG, 2015a). Some of 

the advantages of this option are: Internet outages will not stop the system from sending or 

receiving messages; it is cost efficient; and it can be set in short time. Some of the limitations of 
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this option are: low volume of SMS per day, for example 12000 SMS per day; the mobile phone 

subscription on the SIM card might run out of money; and a wireless connection can also fail 

(Sanga et al., 2014; Ozeki NG, 2015). 

 

7.3.2. SMS Communication through the Internet (IP SMS) 

The Internet based SMS connections are also called Internet Protocol (IP) SMS connections. These 

connections use Transmission Control Protocol/Internet Protocol (TCP/IP) link to connect to the 

SMSC of a mobile network or SMS service provider. In this TCP/IP link, an upper layer protocols: 

Short Message Peer-to-Peer (SMPP),Computer Interface Message Distribution (CIMD2), 

Universal Computer Protocol (UCP) and HTTP are used to send and receive the messages (Kitindi 

et al., 2014; Ozeki NG, 2015b). Some of the advantages of this option are: high speed, for example 

500 SMS messages per second; problem with GSM wireless links does not affect the system. Some 

of the disadvantages of this option are: it can be time consuming for signing contract(s) with mobile 

network operators; can be expensive; and takes more time to setup (Ozeki NG, 2015b). 

 

8. #/.#,53)/. !.$ 2%#/--%.$!4)/.3 

The study employed soft design science methodology to address the research problem. The 

research problem was how to improve the security in web and mobile based information systems, 

case of education sector in Tanzania. The identified research gap (the problematic situation) in this 

study was insecure system architecture design, due to the failure to incorporate security 

requirements in SDLC which are contributed by lack of secure coding standards; and lack of 

security awareness training and education. The study found that security awareness, training and 

education in Tanzania education sector is at low level (scale 0-1: non-existence/ad-hoc) with a 

mean of 0.59 and standard deviation of 0.499 in rating scale of 0-5 of CMM. Further, the study 

found that establishments of standards that address secure coding practices is at low level (scale 

0-1: non-existence/ad-hoc) with a mean of 0.33 and standard deviation of 0.516 in rating scale of 

0-5 of CMM. Thus, organizations should conduct security awareness training and education to 

developers, systems architects, management and other stakeholders. Further, organisations should 

develop secure coding standards to improve security in web and mobile based IS. 
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The study propose a secure design system architecture using the suitability of soft design science 

methodology. The proposed secure design system architecture comprises of web and mobile based 

sub-systems integrated with secure-SDLC. The secure design system architecture support both 

push and pull SMS messages for dissemination of examination results. The proposed secure design 

system architecture is not limited to dissemination of examination results, it can be expanded to 

include other services, such as registration status alert, subject registration status alert, school 

fees/examination fees status alert, attendance alert, absenteeism alert, missing continuous 

assessment (CA) alert, examinations time table notification, change in class time table notification, 

studying materials for given subject/course notification and emergency alert. Thus, the secure 

design system architecture accomodates suggestions made in early studies by  Msanjila and 

Muhiche (2011) who argue the need to have many modules / functionalities apart from exams 

results delivery module. The proposed architecture design can be replicated by any schools or 

colleges or universities in Tanzania. The study contributes to the body of knowledge  in application 

of Soft Design Science methodology  by developing an artifact to tackle a real world problematic 

situation. 
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Factors Underlying the Choice of Information and Communication 

Technologies among Small holder Farmers in Tanzania 
Fredy Timothy Mlyavidoga Kilima3*, Alfred S. Sife4 and Camilius Sanga5 

 

Abstract 

Information and communication technologies (ICTs) are increasingly being adopted and integrated 

in agricultural activities. The use of ICTs is likely to be influenced by farmersô assessment of its 

attributes. The relative importance of these attributes tends to vary across usersô socio-economic 

variables and perceptions.  However, there is dearth of studies that have comprehensively assessed 

and delineated the use of ICTs in Tanzania according to farmersô profiles. This study examined 

factors underlying farmersô choice between using either radio only, mobile phone only and the 

combination of these using a multinomial logit model. Results reveal that males are more likely to 

use mobile phones or both radio and mobile phones (p < 0.1). Young farmers are more likely to 

use mobile phone (p < 0.05) or both radio and mobile phones (p <0.1). Increase in farmersô income 

can facilitate the use of mobile phones (p < 0.1) while high cost of use can significantly reduce the 

likelihood of using these devices (p < 0.1). Poor access to electricity can reduce the prospect of 

using any of the technologies within the choice domain (p < 0.05). Inappropriate programme or 

content can undermine the use of mobile phones or both radio and phones (p < 0.1). Illiteracy is 

another factor that can undermine the use of mobile phones only (p <0.1), radio only (p < 0.05) 

and both radio and mobile phones (p < 0.1). The implication of the findings is that there are 

common and user-specific leverage points for promoting the dissemination of information and 
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knowledge in farming communities. These include understanding and addressing needs of 

potential users (content); enhancing access to electricity and making ICT programmes more user-

friendly. Future studies could incorporate more variables and attempt to identify the actual use of 

these technologies among farmers.  

Key words: Choice, ICTs, Smallholder Farmers, Multinomial Logit Model 
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______________________________________________________________________________ 

1. Introduction  

There has been a dramatic shift from face-to-face mediated communication to the use of radio and 

more recently newer forms of information and communication technologies (ICTs) (De Jong et 

al., 2003; Lwoga, 2010 ; Sanga et al., 2013; Sife et al., 2010).  A significant number of ICT devices 

in Africa and other emerging and least developed countries (LDCs) have been acquired during the 

last two decades (Campbell, 2001; ITU, 2002).  These technologies are increasingly being adopted 

and integrated in various endeavours of human life including agricultural activities. Since many of 

the owners of ICT devices are new, the devices are likely to be mainly used for sharing knowledge 

and information than production purposes (Mbarika, 2002).  Integration of ICTs in production 

activities is therefore an important milestone towards business applications that require acquisition 

of relevant skills by users.  

 

In general, there is a consensus that ICTs are ideal means to reduce communication and 

coordination costs and transform farmersô lives.  These technologies can be customized to allow 

the provision of agricultural services that are usually offered through face-to-face interactions 

(Richardson, 2005; Sanga et al., 2014).  This potential can only be realized if farmers are willing 

and able to use the technologies. However, there are many factors underlying farmersô choice of 

ICTs which in turn influence the use of such technologies.  For instance, literature shows that the 

technologies that farmers adopt tend to vary according to perceived usefulness, appropriateness, 
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reliability and effectiveness (Aleke et al., 2011).  Moreover, the actual choices that farmers make 

have also been associated with factors other than the technology itself (Amin and Li, 2014), 

although the relative importance of these factors tend to vary according to usersô socio-economic 

and perception variables. 

 

There is substantial coverage of the extent of use and business applications of ICTs in literature 

(Esselaar et al., 2006; Duncombe and Boateng, 2009; Madon, 1997).  However, there is dearth of 

studies that have comprehensively assessed and delineated the use of ICTs according to usersô 

profile (Oôneill, 2010).  Thus, there is a need for community-wide evidence to assess potential 

effects of usersô socio-economic variables on the use of ICT devices.  The objective of this study 

was to examine factors underlying farmersô choice between using various ICT-based means of 

communication.  The intent was to assess factors underlying the choices of these means in 

Tanzania using data collected directly from individual farmers.  Since there is no single measure 

of ICTs use, the study treats the uses of radio and mobile phones separately as well as the 

combination of these as surrogates of ICT use.  An understanding of factors influencing peopleôs 

choice of the ICTs is crucial in crafting appropriate strategies for effective sharing of knowledge 

and information in farming communities.  This in turn serves as a basis for selective dissemination 

of user-tailored agricultural information. 

 

2. Literature Review 

2.1 Factors influencing farmersô decision to use technologies  

Technology adoption theory reveals that farmers face unique preferences, risk attitudes and 

circumstances that influence their innovations and technologies they use (Amin and Li, 2014; 

Duncombe and Boateng, 2009; Esselaar et al., 2006).  The adoption and use of a technology is 

normally influenced by its attributes along with appropriateness or compatibility with farming 

environment, availability of technical support, perceived cultural influences and economic 

motivation (Kilima et al., 2010; Nwaobiala, 2014).  The theory also suggests that the relative 

importance of these factors differs markedly across locations and reflects the diversity in social, 

cultural, economic, environmental, and institutional contexts that govern farmersô decision-

making processes (Kilima et al., 2010).  
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There are several socio-economic variables that determine the means through which farmers 

receive information.  One of these variables is farmersô income.  Poor farmers are often compelled 

to use those means of communication they can afford even if other advanced means are available 

(Aker and Mbiti, 2010).  On the other hand, the probability of having appropriate ICT transmission 

infrastructure is associated with demand factors such as population density and per capita income 

(Buys et al., 2009).  With regard to age, young and old people exhibit different preferences and 

risk attitudes.  Morris and Venkatesh (2000) reveal that the use of ICTs among younger people is 

more likely to be influenced by their ability to acquire and use the devices whereas subjective 

norms6 and perceived behavioural control are likely to influence the use of such devices for older 

people.  The value that users attach to devices such as mobile phones is also influenced by age.  

Wilska (2003) noted that young people tend to attach higher value to ICT devices than old people.  

Moreover, young people are generally perceived as more pragmatic, knowledgeable, aware and 

open to new technologies than old people (Cant and Shen, 2006).  

 

Menôs and womenôs decisions to use technologies are often influenced by their perception of 

usefulness and ease of use (Venkatesh and Morris, 2000).  Furthermore, Morris et al. (2005) argue 

that these differences might be more apparent among older than younger women.  Thus there is a 

likelihood that technology adoption can vary not only between men and women but also between 

different age groups of women.  

 

Literature reveals that level of education influences peopleôs capacity to use technology (Piccoli 

et al., 2001).  Effective use of ICTs requires some levels of knowledge, skills and innovativeness 

that are acquired through formal training and experiential learning.  Inability to understand 

language (e.g. English) can severely undermine oneôs ability to use ICT devices and understand 

some verbal and written communications.  However, Baliamoune-Lutz (2003) argues that the 

diffusion and use of ICTs may not be correlated with userôs level of education.  It is important to 

                                                           
6 Subjective norms can simply be defined as motivating influence ƻƴ ƻƴŜΩǎ ǇŜǊŎŜǇǘƛƻƴǎ ƻŦ ǿƘŀǘ ƻǘƘŜǊǎ ǿŀƴǘ ƘƛƳκƘŜǊ ǘƻ ŘƻΦ  
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note that skills for effective use may be acquired after adoption through repeated use and 

consultations with more experienced users.  

There are several other individual-specific attributes including their perceptions about 

technologies that can potentially influence the use of ICTs (Gefen et al., 2003a). Perceived 

usefulness, defined as userôs subjective assessment with respect to whether the application of ICT 

will increase performance of some core activities/businesses, is one of the variables under usersô 

perception domain (Wang et al., 2003).  Other variables are perceived ease of use and actual use 

behaviour (Davis, 1989; Gefen et al., 2003b). Perceived ease of use is defined as the degree to 

which ICTs are easy to understand and operate while use behaviour refers to usersô behavioural 

intentions that are determined by his/her attitude towards the technology. 

 

2.2 Conceptual framework 

Models that seek to investigate peopleôs intentions to use new technologies have significantly 

evolved over time.  Earlier applications of these models were predominantly in disciplines such as 

psychology and sociology (Venkatesh et al., 2003). However, these models have been advanced 

to suit varied uses such as innovation diffusion, economic constraints and adoption perspective 

models that have extensively been used to model the adoption of agricultural technologies (Kilima 

et al., 2010).  

 

The technology acceptance model (TAM) has been widely used to model the adoption and use of 

a wide range of ICTs (Aleke et al., 2011; Amin and Li, 2014; Davis, 1989; Dulle and Minishi-

Majanja, 2011; Venkatesh and Davis, 2000).  This model is considered to be robust, powerful and 

parsimonious for predicting acceptance in the information technology domain.  In the context of 

this paper, the adoption of ICT devices is defined as a process through which potential users go 

through before the actual use.  This process is bound to follow the five stages of technology 

adoption where they become aware of the technologies, gauge whether the technologies are for 

them or not, decide whether to adopt or reject before they actually acquire relevant knowledge and 

skills for effective use (Yoh et al., 2003).  This process is likely to be influenced by all factors that 

are included in the TAM.  This study, therefore, employed TAM to assess causal linkages between 
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variables hypothesized to influence farmersô choice between using radio only, mobile phone only 

and the combination of these (Figure 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Technology Acceptance Model (Davis, 1989). 

 

Figure 1 reveals presence of external factors underlying the use of the ICT devices considered.  

These factors include all socio-economic factors discussed in section 2.1 that determine the 

usefulness (loop 1) and the extent to which the devices can be understood and operated by famers 

(loop 2).  Moreover, perceived ease of use can also influence the perceived usefulness of ICTs 

(loop 3). In turn, the perceived usefulness play a role in defining farmersô attitude towards the 

technologies (loop 4) and their behavioural intentions to use the technologies (loop 5). Like 

perceived usefulness, farmersô attitude towards using ICTs can also shape their behavioural 

intentions (loop 6) which will finally determine whether they opt to use radio and/ mobile phones 

(loop 7). The actual decision is then modelled following a random utility theory for a user with 

multiple choices/options. 

 

2.3 Theoretical and empirical models 

Economic theory shows that a user i makes a random choice from a set of available communication 

devices, , ..., 2, 1, kj =  to attain certain level of utility Uij.  The decision of whether or not to use a 

particular ICT device is usually made after weighing marginal benefits and costs from all 

alternatives. The outcome of the decision is normally the one that gives the greatest utility and is 
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observable, although the utility underlying such a decision is not observable (Green, 2000). This 

utility function comprises deterministic (Vij) and stochastic components ( )eij as shown in Equation 

1:  

 

NVU ijijijij                        , Í"+= e ;       (1) 

 

The dependent variable (Uij) is a random utility associated with the choice, and the deterministic 

component is an index function representing an expected utility for an agent who is making this 

choice. The stochastic component is an agent-specific random error associated with his/her choice 

(McFadden, 1976).  

 

Since the stochastic component is not observable, the choice made is not precisely predictable, 

although the probability associated with each of the k choices is derived upon estimation. Thus, an 

agent i will choose alternative j if and only if the utility associated with its use is greater than the 

utility derived from all other alternatives (Equation 2): 

 

kUU jikij                        ¸">      (2) 

 

Analytically, the relationship between choices and factors influencing the choices is normally 

estimated using a multinomial logit model (Bardhan et al., 2012; Abdulai and Birachi, 2009; 

Winkelmann and Winkelman, 1997). This model is normally applied when the dependent variable 

has more than two mutually exclusive and exhaustive choices that cannot be ordered. This model 

assumes that the log-odds7 of each outcome follow a linear model that is mathematically expressed 

as shown in Equation 3: 
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7 This ratio is literally defined as the probability of an event happening to the probability of not happening. 
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Note that ( )ky 
i
=Pr denotes the probability that the i th response falls in the kth category, 

( )y,...,y 
iki1

Pr , is the probability distribution of the counts of yik  for all cases in the i th category, ak  

is a constant whereas bk and xi  are vectors of regression coefficients and socio-economic and 

perception variables associated with the i th decision maker, respectively. To empirically estimate 

equation (3), the authors maintain the hypothesis that farmersô choice of ICTs is influenced by 

socio-economic and perception variables. A multinomial logit model is adopted to examine 

farmersô choice of ICTs where the choice of ICT device ()yi
is treated as a function of independent 

variables ()xi  that influence the choice of the i th decision maker and is given as shown in Equation 

4: 

 

 

 

 

 

 

The authors acknowledge the likelihood of some farmers owning mobile phones with FM receivers 

implying that options 1 and 2 in Equation (4) are not necessarily mutually exclusive for these 

farmers. However, it is important to note the inclusion of option 3 within the choice domain that 

captures all those who use radio and mobile phones either as separate or combined devices. 

Independent variables that are included in this model are described in Table 1. 

 

Table 1: Description of independent variable 

Variable Description Types Unit of measurement 

AGE Age of household head  Continuous  Number of years 

SEX Sex of household head Binary 0=female, 1=male 

INCOME Annual income  Continuous Tanzanian shillings 

COST Farmers' perception of the cost of 

using ICT devices 

Binary One for farmers reporting 

inability to meet cost of use 

as a constraint and; zero  

otherwise 

ELECTRICITY Farmers' perception of their 

access to electricity 

Binary One for farmers reporting 

poor access as a constraint 

to use ICT and; zero 

otherwise 
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PROGRAMME Farmers' perception of whether 

programmes offered through the 

devices are appropriate 

Binary One for farmers reporting 

inappropriate programme 

or content as a constraint to 

use ICT; zero or otherwise 

ILLITERACY  Farmers' perception of their 

literacy (a surrogate measure of 

explicit and tacit knowledge) 

Binary One for farmers reporting 

illiteracy as a constraint to 

use ICT and; zero 

otherwise 

 

The prior expectation was that farmers who are relatively young might be more willing to use ICT 

devices because they are more willing to spend and take risk than those who are old. Sexual 

differences can influence the choices of ICT devices, but it is difficult to speculate which choices 

will be favoured by males or females. Farmers with more earnings are likely to be more capable 

of adopting and using the devices. However, those who perceive the cost of use, poor access to 

electricity and illiteracy as constraints, are less likely to adopt the devices. It is important to note 

that the relative importance of these factors is bound to vary across the devices considered. 

 

The model was estimated in STATA using a maximum likelihood estimation method after 

performing two robust tests.  The first test was meant to test for the presence of self-selection bias 

as the choice made might be influenced by variables other than those included in the empirical 

model such as differences in risk attitude and human capital. These differences can significantly 

influence their abilities to learn about and use the technologies (Lapar et al., 2003; Mosley and 

Verschoor, 2005).  When choices are manifested by these unobservable factors, farmers may 

predominantly choose some options than others leading to selection bias problem.  The best way 

to account for this potential problem is to model the use of ICT as a twoȤstep procedure with device 

choice first followed by a similar model that controls for the influence of unmeasured or 

unobserved factors (Green, 2000).  Thus, a multinomial logit is adopted as a first-stage model to 

identify the determinants underlying the choice of ICTs.  This model is then used to construct the 

selectionȤcorrection term i.e. Inverse Millôs ratios (IMRs) for farmers choosing alternative choices 

to control for potential selection bias.  Previous applications of this correction method involving 

probability models have reported significant improvements in parsimoniousness of parameter 

estimates (Blacklow and Nicholas, 2008; De Vreyer et al., 2010).  
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The second (Suest-based Hausman8) test was performed to evaluate whether the assumption that 

the ratio of the choice probabilities for any two alternatives for a particular observation is 

independent of any other alternatives. This assumption is technically referred to as ñIndependence 

from Irrelevant Alternatives (IIA)ò (Ben-Akiva et al., 1997). The results revealed that the IIA 

assumption was not violated. 

 

3. Data and Data Collection 

Data on the variables included in the empirical model were collected in 2013 from a random 

sample of 1029 famers using a questionnaire. These farmers were randomly drawn from a 

population of farmers in 11 regions of Tanzania during the implementation of a research 

programme titled EPINAV9. The regions covered during the study were Arusha, Dodoma, Iringa, 

Kilimanjaro, Manyara, Mbeya, Morogoro, Njombe, Kilimanjaro, Simiyu and Singida.  The sample 

included 16% farmers who relied on face-to-face communication only. There were equal 

proportions (12% each) of farmers who relied on radio only and mobile phones only. About 59% 

of the farmers in the sample used both radio and mobile phones.  

 

 

 

 

 

 

 

 

                                                           
8 The Hausman and Small-Hsiao tests were not performed because results from these tests may be inconclusive or even contradictory (Long 

and Freese, 2003 & 2006).  

 

9 The programme for Enhancing Pro-Poor Innovations in Agricultural Value Chains (EPINAV) was a Norwegian Government Supported initiative 

that was implemented by the Sokoine University of Agriculture (SUA) and the Norwegian University of Life Sciences (NMBU) in collaboration 

with other partners within Tanzania and Norway. 
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4. Results and Discussion 

Results from the multinomial logit model, after controlling for self-selection bias, are presented in 

Table 2 and discussed in subsequent sections. 

 

Table 2: Multinomial logit estim ates for ICT device selection after controlling for selection 
bias 

 (2) (3) (4) 

VARIABLES  Mobile phones 

only 

Radio 

only 

Both radio and mobile phones 

SEX 11.14* 

(5.729) 

7.191 

(6.169) 

9.542* 

(5.675) 

AGE -0.173** -0.110 -0.158* 

 (0.0861) (0.0940) (0.0855) 

INCOME 1.53e-06* 1.07e-06 1.23e-06 

 (8.68e-07) (9.33e-

07) 

(8.59e-07) 

COST -4.723* -4.210 -4.052 

 (2.576) (2.697) (2.556) 

ELECTRICITY -10.08** -9.727** -9.607** 

 (4.405) (4.472) (4.390) 

PROGRAMMES -18.68* -15.02 -16.69* 

 (9.540) (9.851) (9.514) 

ILLETERACY -9.281* -9.821** -8.174* 

 (4.847) (4.953) (4.837) 

IMRs -13.31* -11.64 -12.33* 

 (7.075) (7.244) (7.051) 

Constant -43.87* -42.44* -39.75* 

 (24.07) (24.48) (23.98) 

 

Number of observations 

 

  1029 

Log-likelihood c
2
 -157.60***  

The coefficients are relative risk ratios (rrr); standard errors in parentheses; *** p<0.01, ** p<0.05, 

* p<0.1; Face-to-face communication is the base category. 

 

The study findings in Table 2 show that males are more likely to use mobile phones only or both 

radio and mobile phones than women (p < 0.1). The findings reveal that being a male multiplies 

the odds of using mobile phone only rather than face-to-face communication by almost 11 times 

compared to being a female when other variables are similar. The odds of using radio and mobile 

phones rather than face-to-face communication are also multiplied by almost 10 folds for male 
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than female users when all other variables are similar. The data shows that male users of mobile 

phone accounted for almost 23% of the total while female users accounted for almost three percent 

of the total number of mobile phone users. The proportion of male using both mobile phones and 

radio was almost four folds (44%) the portion of females using these communication devices. 

About 70% of the females suggested that the programmes that were offered through the mobile 

phones were inappropriate to their unique contexts against 57% of the male users who felt so. Also 

the data show that about 70% of females and 54% of male users of both mobile phones and radio 

reported the programmes offered through these devices to be inappropriate to their use contexts. 

These results imply that men and women have unique communication needs. 

 

These results conform to those of earlier studies of this nature which found that men tend to rate 

advancement and earning power more highly than women who attach more weight to interpersonal 

aspects, quality of service and other physical and environment attributes (Lonner et al., 1980). 

Evidence from developing countries reveals that women with similar education and income with 

men are less likely to listen to radio than men, despite being at home more often than men (Gillwald 

et al., 2010).  Some of the reasons to justify this difference are related to their preferences, attitudes 

and behaviour (Mitra et al., 2000; Wang et al., 2009; Morley, 2005). Other reasons are related to 

socially-based division of labour in those countries where women tend to be more occupied with 

family obligations (Nicholl, 2006; Rathgeber, 2000).  Moreover, culture and norms that limits 

womenôs freedom to choose which programmes to listen to when male members of the household 

are present, have also been echoed (Gillwald et al., 2010).  

 

In the context of this study programme is defined to mean all user-tailored services and/contents 

that are either in-built or provided through the ICT devices (e.g. contents of radio broad cast). A 

detailed analysis of its relative importance as shown in Table 2 reveals that inappropriate 

programme or content can undermine the use of mobile phones or both radio and phones (p < 0.1). 

The odds of using mobile phones only and both radio and mobile phones instead of face-to-face 

communication are 19 times and 17 times lower, respectively among farmers perceiving 

programmes offered through these means of communication to be inappropriate relative to those 

who do not. There is sufficient evidence that users of ICT devices have unique preferences with 
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respect to content of programmes. Cooper (2006) argues that educational software might be more 

appealing to boys than adult males and females. Similarly, programmes that are watched by men 

may differ markedly from those watched by women. Certainly, these preferences could vary across 

profiles of users considered, based on a wide range of their socio-economic and perception 

variables including those discussed in this paper. The implication of these findings is that 

programmes and/software that are in-built or installed in ICT devices can influence the actual use. 

There is a need for providers of the ICT mediated communication and regulators of these services 

to team up in identifying real needs (both in terms of content and software) and thrive to devise 

appropriate business models to meet these needs. 

 

In terms of skills to use the mobile phones, this study found a higher proportion of women (81%) 

reporting being less skilled than men (65%). Similarly, the proportion of female users of both 

mobile phones and radio reporting these deficiencies was higher (76%) than that of male users of 

these two devices (66%). Moreover, this study found a higher proportion of male users (6.4%) of 

both mobile phones and radio than male users (2%). Other studies have also found higher level of 

competence in using ICTs among men than women (Alazam et al., 2013) as they tend to have 

higher levels of education (Tata and McNamara, 2016; Geldof, 2011). The findings of this study 

support the view that the prospect of using ICTs is higher among males than females. 

 

According to the results presented in Table 2, illiteracy can undermine the use of mobile phones 

only (p <0.1), radio only (p < 0.05) and both radio and mobile phones (p < 0.1). The odds of using 

mobile phones only and radio only instead of face-to-face communication are 9 times and 10 times 

lower, respectively among farmers perceiving illiteracy to be a constraint in using the devices 

relative to those who are not. Gender analysts have revealed notable differences between male and 

female users of ICTs in developing countries with respect to their literacy along with competencies 

to use these devices (Dickhäuser and Stiensmeier-Pelster, 2003; Vekiri and Chronaki, 2008). This 

study also found higher literacy among male than female users of ICT devices. The differences 

could be an outcome of a complex relationship with variables such as farmersô income and 

education levels among others. In general, these findings underscore that deficiencies with respect 

to practical skills and language can discourage some of the potential users from using mobile 
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phones and radio as means of communication. A long-term solution to these deficiencies could be 

to enhance their knowledge levels and skills through user-tailored capacity building programmes. 

 

The results presented in Table 2 show that young farmers are more likely to use mobile phone (p 

< 0.05) or both radio and mobile phones (p <0.1).  The results show that the odds of using mobile 

phones instead of face-to-face communication decrease by almost 17% for each additional year 

among those who were actually using the ICT device. The decrease was slightly lower (about 16%) 

for those using both radio and mobile phones. The data show that about 47%, 47% and 49% of 

users of both mobile phones and radio, mobile phones only and radio only were below 45 years, 

respectively. About 28% of the users of mobile phones and radio, 37% users of mobile phone only 

and 33% users of radio only were 45-60 years.  Users above 60 accounted for the smallest portion 

of users under each of the three categories of ICT devices considered in this study. It is important 

to note that the proportions of users of the ICTs among those below 45, 45-60 and above 60 years 

reporting high cost of acquisition and/use of the ICT devices as constraint were 46%, 49% and 

54%, respectively. Several other studies have found higher preference for ICT use among younger 

people in farming communities or rural areas (Dhaka and Chayal, 2016; Adekoya, 2006; Geldof, 

2011). The higher preference for ICT use among younger farmers is attributed to their higher 

propensity to spend, willingness to try new things and their higher ability to learn and acquire new 

skills. This implies that the design and promotion of ICT mediated communication should embrace 

these potential differences. Identifying communication needs of different age groups would be an 

ideal entry-point in promoting the use of ICTs in Tanzania. 

 

The results show that an increase in farmersô income can facilitate the use of mobile phones only 

(p < 0.1) while the perceived cost of use can significantly impede its use (p < 0.1). Table 2 reveals 

only a marginal increase in the odds of using mobile phones only instead of face-to-face 

communication as farmersô income increases. The chances increase by less than 1% for each unit 

increase in annual income among farmers who use these devices. The odds of using mobile phones 

only instead of face-to-face communication are 5 times lower for farmers perceiving to be 

incapable of meeting the cost of use relative to those who are capable when other variables are 

held constant. Previously, Chabossou et al. (2009) established that expenditure on ICT devices 
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such as mobile phones is inelastic with respect to income, implying that people will progressively 

spend smaller proportions of their incomes as their earnings increase. Additional evidence reveals 

that communication products have generally been perceived as luxury goods in many developing 

countries as compared to developed countries where these products have been regarded as 

necessary goods (Milne, 2006). Like previous studies, the findings of this study support the view 

that reducing the cost of acquisition and use of ICT devises is an ideal means to promote ICT 

mediated communication. 

 

The findings in Table 2 reveal that poor access to electricity can reduce the prospect of use of any 

of the technologies within the choice domain (p < 0.05). The odds associated with the use of radio 

only, mobile phone only or both instead of face-to-face communication, are almost 10 times lower 

for farmers perceiving poor access to electricity as a problem relative to those who are not. The 

data revealed that only 30% of all those relying on phase-to-face communication had access to 

electricity at home as opposed to about 60%, 51% and 43% of those using both mobile phones and 

radio, mobile phone only and radio only, respectively. Sources of electricity for these respondents 

included the national power grid (minor) and solar energy (major). Studies conducted in Tanzania 

and elsewhere in Africa reveal that users of ICTs residing in areas with poor access to reliable 

supply of electricity pay more for these technologies than those with better access to this utility 

service (Kenny, 2002; Mwakaje, 2010). This cost differential can potentially serve as disincentives 

for people with poor access to electricity to use the ICTs devices. The use of ICTs in Tanzania 

could be promoted further through enhancing farmersô access to reliable sources of electricity. 

 

Overall, the model fitted the data well. The findings suggest that the ultimate choice an ICT user 

makes is likely to be jointly determined by several variables including those found to have 

potentially significant effects. The overall effect of variables hypothesized to influence the choices 

seems to be consistent with the existing literature.  
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5. Conclusion and Recommendations 

The study assessed the relative importance of various socio-economic and perception variables in 

influencing the use of radio and mobile phones.  The results have shown varied influence of factors 

hypothesized to affect the use of ICT devices. However, access to electricity and illiteracy seem 

to have common influence on the use of all ICT devices. The implication of these findings is that 

there are common and user-specific leverage points for promoting the dissemination of 

information and knowledge in farming communities. These include understanding and addressing 

information needs of users, enhancing access to electricity and making ICT programmes more 

user-friendly. 

 

Future studies of this nature could provide additional information on this subject through assessing 

the influence of variables that are not included in our empirical model. Such studies could also 

attempt to identify the actual use of these technologies along with attributes of the software or 

content preferred by different groups of farmers and the actual use of information they obtain 

through these devices. 
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Abstract 

Literature show that use of mobile phones is omnipresent and pervasive in developing countries, 

especially among the youth. This study was carried out to assess the academic benefits of owning 

and using mobile phone among the undergraduate students at Sokoine University of Agriculture 

in Tanzania. Specifically, the study assessed the type of people students communicate to, preferred 

people and preferred period of the day and also the type of information that is communicated, and 

when mobile phones are inactivated. Students were randomly sampled from all departments.  The 

study involved semi-structured questionnaires, and 302 undergraduate students who were 

randomly sampled from various degree programmes participated. The study found that most 

students prefer to communicate to their mothers and most of the communications are done from 

late evenings. Family issues were mostly communicated on mobiles phones. Further, the study 

found little use of mobile phones in academic issues. The study recommends that the University 

should educate newly enrolled students on proper use of mobile phones, with the view of using 

mobile phones in academic-related issues. 

Categories and Subject Descriptors:  

K.3.1 [Computers and Education] Computer Uses in Education;  

K.6.1 [Management of Computing and Information Systems] Project and People Management.  

General Terms: Management  
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Introduction 

The use of mobile phones communication device has rapidly increased since the 

commercialization of mobile phones technology by Motorola in early 1980s (Harman & Sato, 

2011). Mobile phones are one of the most common information access devices with almost 31% 

of the global population having access (Sayan, 2006; Sanou, 2013).  Mobile phone technologies 

are now in the hands of almost 31% or 2 billion people of the 6.47 billion people on this planet 

(ñPopulation Reference Bureau Statisticsò, 2006; Motorola, 2006; Sanou, 2013). The penetration 

of these technologies is increasing very rapidly with around 779 million (Gartner Press Release, 

2005). Mobile phones are sold every year and were expected to reach over 1 billion units per year 

in 2009 (Gartner Press Release, 2005). The Pew Research Center (2013) reported that USA with 

a population of 307 million people, 70.1% of its people owned mobile phones in 2012, and lowered 

to 52.7% in 2013 (Smith et al., 2011). And an earlier study in 2010 found that of 246 tracked 

undergraduate students, 96% owned cell phones. These staggering numbers are indicator of the 

growth and reach of mobile phones. As 75 percent of the worldôs mobile subscriptions are in 

developing countries, studies of patterns of use of mobile phones are essential in broadening our 

understanding (Pearce, 2013).   

Mobile phones have an intrinsic social impact by the way the technologies emphasize portability 

and constant communication. The portable nature of this communication medium means that it is 

often used in public spaces. Mobile phones today go beyond just voice communication and provide 

a multitude of other features and services including text messaging (SMS), multimedia messaging 



63 
 

International Journal of Computing  and ICT Research, Vol. 10, Issue 2, December 2016 
 

 

(MMS), photo display and recording, video playback and recording, calendaring, etc. Townsend 

(2002) argues that the diffusion of the mobile phone was among the fastest of any technology in 

history. Such a rapidly evolving and wide spread communication technology and medium has 

important social contexts and implications. The significance of the mobile phone lies in 

empowering people to engage in communication, which is at the same time free from the 

constraints of physical proximity and spatial immobility (Hans, 2004). 

Nowadays, modern technology develops so rapidly that people can hardly catch up with its pace 

(Sife, Lwoga, & Sanga, 2007). There is no doubt that mobile phones, as a new industry of modern 

technology, have got into peopleôs life. As sensitive reflectors of information, more and more 

mobile phone users have appeared in the campus everywhere (SM, 2012). While some students 

are enjoying whatever mobile phones have brought to us, there are others who stand against it. 

According to SM (2012), the main benefits of mobile phones in university are as follows: firstly, 

there is no denying the fact that mobile phones have made campus life more convenient. A survey 

found that mobile phones are becoming part of university life and 99.7% of students use their own 

mobile phones to communicate with others (Ransford, 2009). As it can be seen, mobile phones 

provide students with a fast and convenient way of communication, such as getting in touch with 

schoolmates and hunting for jobs, which was previously unimaginable. Secondly, instead of going 

to the PC lab and finding computers to look for news on current events, students can use mobile-

network to search the Internet. It is by this means that university students can broaden their horizon 

and enrich their minds. Furthermore, with the help of mobile phones, students can do work more 

efficiently. For example, Hans (2004) quoting Palen, Salzman and Youngs (2001) says that more 

and more, mobile phones invade daily routine behavior of all kinds, and there is an increase in 

ñgrooming callsò which have primarily a non-instrumental, socio-emotional function: for example, 

showing concern, solidarity and commitment, and articulating nearness, compassion, sympathy 

and love. Lastly, with the help of mobile phones, students can do work more efficiently. 

Many students in university treat mobile phones as electronic dictionary and a chatting device with 

teachers for academic purpose. They share useful information related to their lessons and solve 

academic problems (SM, 2012). In this way, mobile phones not only can save studentsô time and 

energy, but also help with them in their studies. However, the negative effects are also obvious. 
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Above all, more and more university students are indulged in online chat and online games, which 

make them weak in studies. Moreover, some even use mobile phones to cheat in examinations. 

Hans (2004) quoting Ram and Jung (1990) says that in a quantitative perspective, the simple 

concept ñamount of cell phone usageò results in a multidimensional construct unfolding on at least 

three independent axes: 1) Usage intensity: which refers to "how often the product is used (usage 

time) regardless of the different applications for which the product is used." 2) Usage breadth: 

referring to the number of partners to whom calls are directed and from whom calls are received; 

and 3) Usage variety, measuring the "different applications for which a product is used or the 

different situations in which a product is used, regardless of how frequently it is used" . 

Chakraborty (2006) study of 100 university students in India (50) and the U.S.A (50) suggested 

that overall students in India used mobile phones differently from their American counterparts. 

The researcher concluded that in a developing market like India, mobile phones may be the primary 

and only phone to which students had access. Some of Chakraborty (2006) study findings included 

most of the respondents indicating that they owned and used mobile phones to stay in touch with 

family and friends, and the need to use in case of emergency or personal safety. Yet twenty five 

percent of students in India indicated that the most important reason for acquiring a mobile phone 

is for emergency. Further, Chakraborty (2006) study found that a large percentage of respondents 

(70% from India and 66% from the U.S.A) kept their phones in mute / vibrate mode while 

attending classes, similar 22 figures (70% from India and 60% from the U.S.A) were disclosed for 

a movie or concert scenario. Some respondents noted that they kept their phones in mute / vibrate 

mode while in a meeting. The respondents from both India and the U.S.A indicated that they used 

phones more in the evening than any other time of the day (76% and 86% respectively). The least 

used time of the day was morning with only 44% and 48% responses from India and the U.S.A 

respectively. 

Studies on the impact of using a cell phone while driving or simultaneously engaging in other 

motor activities of a similar nature are common (Strayer, Drews, & Johnston, 2003; Drews, 

Pasupathi, & Strayer, 2008; Charlton, 2009; Hyman et al.,  2010), but research investigating the 

influence of cell phone use in other domains is surprisingly sparse. One area of particular interest 
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which seems underrepresented in the literature regarding cell phones use is the impact of this 

communication device in academic settings. 

Harman and Sato (2011) quoting Nielsen Wire (2010)indicated that the analysis of data gathered 

in the U.S.A by the Nielsen Company revealed that young adults aged 14-18 exchange an average 

of 1,630 text messages per month, or approximately 54 messages per day.  Additionally, in regards 

to cell phones use in educational settings, Herman and Sato (2011) quoting Pew Internet (2010) in 

the U.S.A. wrote that in spite of the fact that many schools prohibit the use of cell phones, 65% of 

students who attend schools that ban cell phones, still brought them every day and 43% of students 

reported that they used to text messages in class at least once per day. 

Mobile phones in Africa 

Cell phones today are nearly ubiquitous in African society (Aker & Mbiti, 2010). Teenagers and 

young adults are obsessed by them, carrying them around everywhere. This is the first generation 

to have direct access to high technology. The World Bank and African Development Bank report 

that there are 650 million mobile users in Africa, surpassing the number in the United States or 

Europe (Aker & Mbiti, 2010; Sanou, 2013). In some African countries more people have access 

to a mobile phone than to clean water, a bank account or electricity (Sambira, 2009; Aker & Mbiti, 

2010). In Sub-Saharan Africa especially, three out of four subscriptions were done by cell phones 

users. This is the highest ratio of mobile to total telephone subscribers of any region in the world 

(Sanou, 2013). People in Africa are using mobile phones for everything: communicating, listening 

to the radio, transferring money, shopping, mingling on social media and more (ITU, 2004; Sanou, 

2013) 

Researchers have outlined many reasons for using and for rapid spreading of mobile phones in 

Africa (Aker & Mbiti, 2010). The major reason as indicated by Alzouma (2006) is that mobile 

phone fit better in the African domestic environment; in the sense that it is in accordance with the 

mental dispositions of illiterate people. With cell phones, Africans can speak their own languages 

with the full emotional content and the rational, the logic of verbal communication between 

themselves and others. Other reasons are such as mobility and security. Also one can work using 

the radio spectrum, as such there is no need to rely on physical infrastructure; it requires only basic 

literacy, and therefore, mobile phones are accessible to a large segment of the population, allowing 
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for the transfer of data, which can be used in the context of applications for the purposes of health, 

education, commerce or governance.  Finally, due to factors like increased private sector 

competition and innovative payment methods (e.g. pre-paid method), mobile phones are 

increasingly affordable to a larger part of the population (Donner, 2006; Economist, 2008, 

Sambira, 2009; Rashid & Elder, 2009).  

As mobile phone penetration rates increase rapidly in developing countries, there has also been an 

increase in the extent of research on mobile phone usage (Sife et al., 2010; Sanga et al., 2013; 

Sanga et al., 2014). In general, studies have focused on different aspects of the adoption and use 

of mobile phones. Most of the findings from these studies put mobile phones as important tool for 

community development in the developing countries. However, there is still a lack of evidence of 

usage of mobile phones as a tool to solve development problems, mainly due to the difficulty in 

measuring their social and economic impacts (Rashid & Elder, 2009). To understand Africaôs 

digital opportunity, one has to look at the numbers: six out of the 10 fastest-growing economies 

are in Sub-Saharan Africa (Aker & Mbiti, 2010). Africa is the second-biggest mobile market in 

the world ð smartphones outsell computers four to one. Significant opportunities exist here to use 

social media in business (Aker & Mbiti, 2010). 

Mobile phones use in Tanzania 

The use of mobile phones in various sectors in Tanzania for different purposes has been reported 

by many previous studies (Ringo & Busagala, 2012; Sanga et al., 2013; Venkatakrishnan & 

Ngilangwa, 2013; Bhalalusesa, &Arshad, 2014,Sanga et al., 2014, Shao &Seif, 2014; Mahenge & 

Sanga, 2016, Mtebe, 2016). Mtega et al., (2012) explored the use of mobile phones by 

undergraduate students at Sokoine University of Agriculture; Morogoro, Tanzania for teaching 

and learning purposes and found that majority of the respondents used their mobile phones for 

teaching and learning process. It was found that most respondents reported to use conventional 

mobile learning applications including text messages and phone calls. Only few respondents from 

teaching staff and students had smart phones with a number of m-learning applications. These 

were able to create, upload, download and share academic resources through their smart phones 

while others recorded and stored files in their phones. It was also found that among teaching staff 

many were not aware of the capacity of their mobile phones such that they underutilized them. 
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Costs associated with downloading multimedia content was another constraint which limited some 

respondents especially students from using phones for learning purposes. More than that, users 

were forced to use SMART/VISA cards for buying online mobile applications of which most 

respondents were not aware of (Mtega et al., 2012). 

Sife et al., (2010)conducted a study to investigate the contribution of mobile phones to rural 

livelihoods and poverty alleviation in Tanzania and they found that mobile phones are useful in 

performing efficiently and effectiveness business, expand business and strengthening social 

networks as well as provide ability to handle emergency issues easily to citizens. Hassan and 

Semkwiji (2011) explored the role of mobile phones on sustainable livelihood in Arusha and 

Unguja (Zanzibar). They found that mobile phones are used as delivery tool for economic related 

information (e.g. business news), markets and market information (e.g. types and prices of 

different commodities), agricultural information (e.g. weather information, seeds varities), social 

information (e.g. ceremonies, deaths, and sickness), education information, Government and 

international information as well as religious information. Kadigi et al., (2013) investigated how 

information asymmetry between livestock keepers and other actors in local beef cattle can be 

address. They developed a system called óe-ngôombeô which till now is not yet fully implemented 

but if it could be implemented the problem of market information between different actors can be 

solved.  

Similarly, Kihwele and Bali (2013) examined parentsô, teachersô and studentsô perceptions of the 

effects of studentsô access to mobile phones on students learning performance. They found that 

studentsô with mobile phone misbehave and hence have poor performance. Thus, they 

recommended the need to have a mobile control system for students who are using mobile phones. 

Also, they recommended the need to developing learning contents for students which will be 

censored to control the quality of mobile information. Furthermore, there is a need to having a 

mobile information literacy study for students. Chambo et al., (2013) examined ten secondary 

schools in Kilimanjaro Region and they found that majority of students had mobile phones with 

Internet connectivity. Chambo et al. (2013) concluded that mobile learning platforms that were in 

place were not workable in all contexts. 
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From the literature reviewed in this study the major weakness of previous studies is that most of 

the studies were done without being guided by either theoretical framework or conceptual 

framework (Mtebe &Raisamo, 2014). Thus this study was guided by a combination theory and 

conceptual framework (i.e. theoretical framework). Therefore, this study addressed the following 

questions: (i) what are the periods of conversations between undergraduate students and the people 

they talk to? (ii) how much money undergraduate students spent on mobile phones? and (iii) how 

is the mobile phone used by undergraduate students when they are in classrooms? The rationales 

for examining usage pattern of mobile phones among undergraduate students are many. The 

reasons for the importance of this study are as explained in this section. Authors believe that the 

study contributes in adding a work of literature. Also, the study will serve as a reference for 

telecommunications companies which need to investment their products in some universities in 

the country. In addition, this study fills the gap in knowledge in the areas of information science, 

communication and mobile informatics (Dahlbom & Ljungberg, 1998). Furthermore, the study 

can be used by systems analysts to design mobile learning (m-learning) appropriate for learning 

and teaching undergraduate students in the environments of low bandwidth. Finally, the findings 

from the study can be used by policy makers to develop appropriate policies for subsiding Internet 

to undergraduate students who will be using m-learning. 

Theories Explaining the Use of Mobile Phones   

The use of mobile phone for social and economic purpose is on the increase. Six theories contribute 

significantly in explaining the use and adoption of mobile phone among university undergraduate 

students. These include theory of technology acceptance; theory of reasoned action; theory of 

planned behavior; diffusion of innovations; domestication; and uses and gratifications (Venkatesh 

et al., 2003; Martin & Ajzen, 2010; Terry et al., 1993; Rogers, 2003; Pearce, 2013). Each of these 

theories is well explained below: 

Theory of technology acceptance: 

Theory of technology acceptance explains determinants of intentions to use or not to use a 

particular technology (Venkatesh et al., 2003). The key elements of intention construct identified 

in the theory are: perceived usefulness; perceived easy to use; attitude toward use; and intention to 
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use and actual use. Further, the model explains factors that form basic constructs influencing 

mobile phone adoption, which include social influence expressed as the pressure exerted on the 

individuals by opinions of others; facilitative conditions or necessary infrastructure and perceived 

usefulness or the extent to which a user believes on the benefit accrued from using the mobile 

phone and perceived ease to use.  According to the theory determining factors toward intentions 

for using mobile phone include personal factors such as preference and beliefs about the mobile 

phone. Yet others are demographic factors such as age, gender, education and social economic 

factors like occupation and income. These hold back or foster the intention of one to use the 

technology, i.e. a mobile phone. This theory is relevant in understanding the possible factors that 

do motivate or demotivate university undergraduate students to use mobile phones to communicate 

information. 

Theory of reasoned action: 

Theory of reasoned action stipulates that intentions to use a technology proceed from attitude 

toward that technology and toward its use, and the subjective norms (Martin & Ajzen, 2010; Terry 

et al., 1993). . This theory is important in understanding the influence of significant others such as 

parents and close friends in communicating information using mobile phones. Significant others 

may be useful in various ways including buying mobile phones for university undergraduate 

students or friends, or even encouraging the use or ensuring the availability of money or airtime to 

them. 

Theory of planned behavior: 

The theory of planned behavior is the extension of the theory of reasoned action (Ajzen, 2012).  

On top of attitude and subjective norms as determinants of intension in the use technologies, i.e. 

mobile phone, this theory adds perceived control to the construct of intention. This is what is called 

self-efficacy in some other literature. It is the extent to which an individual feels that they require 

certain skills and knowledge to work with the technology and produce the required outcome. The 

theory of planed behavior is important in understanding the influence of technological training in 

using mobile phones to communicate information. Hence, the undergraduate students need to have 

various skills and knowledge including how to search for relevant information and they should be 
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trained well in the technology i.e. mobile phone use for communication of information, Internet 

use, downloading documents, etc. 

Diffusion of innovation: 

Diffusion of innovation is the theory of how, why, and at what rate new ideas and technology 

spread through social systems (Rogers, 2003). Thus, diffusion of innovation can aid in the 

understanding or in exploration of complexities related to finding how undergraduate students use 

their mobile phones. 

Domestication: 

Another theoretical perspective that aligns well with mobile adoption and use is domestication 

(Haddon, 2003). This theory concentrates on how individuals go through the process of 

discovering, purchasing, and integrating devices into their lives, and helps to account for how 

individuals judge othersô, how they use the devices, as well as the social consequences of the 

device. Domestication can be a fruitful theory to use to undergraduate university students because 

it accounts for social uses and consequences. 

Uses and gratifications: 

 The study of media choice of the mobile phone and other information communication 

technologies is sometimes examined from uses and gratifications perspective (Pearce, 2013). This 

approach is concerned with establishing the linkages between the kinds of motivations 

undergraduate university students might have for media. 

Conceptual Framework: 

The variable that this study set out to investigate was the university undergraduate studentsô use 

of the mobile phone, which was the dependent variable of the study (Figure 1). The independent 

variables of the study were four: owning mobile phone and cost; money that university 

undergraduate students spent on mobile phones; university undergraduate students rating of mobile 

phone use; periods of the day that these students had conversations on their mobile phones; and 

studentsô mobile phone use in classrooms. As in many empirical studies, the independent variables 

for this study were the specific objectives (Figure 1). 
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Figure1. Conceptual framework showing study variables for explaining university undergraduate studentsô use of mobile phones 

Study Methodology:  

This study interviewed 302 university undergraduate students at Sokoine University of Agriculture 

(SUA) in Morogoro, Tanzania, East Africa. The broad objective of the study was to investigate 

university undergraduate studentsô use of mobile phones at Sokoine University of Agriculture. 

Specifically, the study examined the studentsô owning of mobile phones; assessed the money spent 

on the mobile phones; the studentsô rating of the mobile phones. Also, the study described the 

periods of the day, when conversations were held on mobile phones and people they talked to; and 

lastly the study described mobile phones use in classrooms.  

 

SUA is located in Morogoro Municipality and has 3,350 hectares of land for training, research and 

production in Morogoro municipality. SUA has four faculties namely; the Faculty of Agriculture, 
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Faculty of Forestry and Nature Conservation, Faculty of Veterinary Medicine and the Faculty of 

Science. The randomly sampled university undergraduate students came from two campuses 

namely, the main campus within Morogoro municipality; and Solomon Mahlangu Campus which 

is also in Morogoro municipality. In the 2012/2013 academic year 2,444 undergraduate students 

were enrolled, and in the 2013/14 it grew to 6,456 students. This study sampled randomly 302 

undergraduate first year students in 2012/2013 academic year from 12 departments in the three 

faculties, of which 66.2% were males, and 33.8% were females. 

 

The primary data were gathered using semi-structured questionnaires, which were validated using 

20 randomly selected students and ten academic staffs at the University. Two pairs each consisting 

of ten undergraduate students were randomly selected and each asked to respond to semi-structured 

questionnaires for reliability test. The results of the two groups were subjected to Cronbach alpha 

test, which yielded a 0.78, which was within the accepted reliability test of the study instruments. 

Other data were collected through key informants discussions, observation, transact walks, and the 

secondary data were gathered through review of documents and through the Internet and websites. 

The data collected using semi-structured questionnaires included respondentsô socio-economic 

characteristics, owning of mobile phone and cost/ money that students spent on mobile phones, 

rating of mobile phone use and on periods when conversations were held on mobile phones. The 

collected data were checked, reduced, and entered in the Statistical Package for Social Sciences  

and later were analyzed to yield parameters such as percentages, means, etc.  

 

Study Results: 

Respondentsô socio-economic characteristics 

This study interviewed 302 undergraduate students at Sokoine University of Agriculture and of 

these 200 (66.2%) were males and 102 (33.8%) were females. Most, 229 (75.8%) were in the age 

range of 20-26 years old, while 40 (13.2%) were 27-32 years old. Of the 302 respondents, most, 

251 (83.1%) indicated that they were single, and only 47 (15.6%) were married. Half of the 

respondents, 151 (50.0%) reported that they were raised in rural areas, while 141 (46.7%) said in 

urban areas. Over two thirds, 185 (61.3%) of the respondents indicated that they had completed 
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Form IV in 2008, and 183 (60.6%) mentioned that they had completed Form VI in 2011. Of all 

the respondents, most, 227 (75.2%) reported that they were pre-service students, and few 58 

(19.2%) were in-service students. 

 

Owning Mobile Phone and Costs 

Of the 302 respondents, less than half, 126 (41.7%) agreed that they bought mobile phones 

themselves. Further, of all the respondents, 147 (47.0%) mentioned that they started owning 

mobile phones from 2003 to 2007, while 123 (40.7%) indicated to have started owning mobile 

phones from 2007 to 2011. The range of cost that respondents paid for their mobile phones varied 

greatly. Of all the respondents, few, 57 (18.9%) and 52 (17.2%) indicated that their mobile phones 

were priced at the range of Tanzanian shillings (Tshs) 10,000 to 40,000 (US$ 6.20 to 24.80) and 

Tshs. 40,001 to 70,000 (US$ 24.80 to 43.48), respectively. (Exchange rate used was 1 US$ 

equivalent to Tshs. 1610 on 11th March 2014). Further, few, nine (3.0%) and five (1.7%) reported 

that the cost was in the range of Tshs. 70,001 to 100,000 (US$ 43.48 to 62.10) and 100,001 to 

130,000 (US$ 62.10 to 80.75), respectively. Few, three (1.0%) mentioned that their phones were 

priced above Tshs. 130,001 (US$62.10). 

 

Similarly, of all the respondents, 65 (21.5%), 29 (9.6%) and 16 (5.3%) reported that fathers, 

mothers and brothers gave them the mobile phones they owned. Yet, 14 (4.6%) and ten (3.3%) 

indicated that parents and sisters gave them the mobile phones they owned, respectively. Others 

mentioned sources of mobile phones were from uncles--(2.3%), aunts and husbands-- (each 1.7%). 

Most of the respondents, 225 (74.5%) reported to have owned mobile phones for the past five 

years, while few, 33 (10.9%), 23 (7.6%) and 12 (4.0%) had owned phones for four, three, and two 

years, respectively.  

 

Of all the respondents, a third, 104 (34.4%) reported that others influenced them to buy mobile 

phones. Yet few, 45 (14.9%), 44 (14.6%) and 30 (9.9%) mentioned that their fathers, mothers and 

brothers, influenced them to buy mobile phones, respectively. Other people mentioned to have 

influenced respondents to buy mobile phones were: boyfriendsð23 (7.6%), girlfriendð19 

(6.3%), and sistersð14 (4.6%). Of all the respondents, 71 (27.2%) mentioned that communicating 
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family-related information was the most perceived reason to buy mobile phones. Other perceived 

reasons mentioned for buying mobile phones were reported as: to keep in touch with friendsð71 

(23.5%), to communicate business-related informationð57 (18.9%), to communicate emergency-

-related informationð19 (6.3%), and other informationð23 (7.6%).   

 

Again, of the 302 respondents, over two thirds, 209 (69.2%) agreed that their phones had Internet 

services, and 193 (63.9%) agreed that they used the Internets to search for information in their 

field of specialization. However, few, 119 (39.4%) of the respondents agreed that they used their 

mobile phones to search for information in their area of specialization generated in the country. 

Yet, few, 114 (37.7%) of the respondents agreed that they used their mobile phones to search for 

information in their area of specialization generated at Sokoine University of Agriculture, but 

about over two thirds, 185 (61.3%) agreed that they used their mobile phones to search for 

knowledge in their area of specialization generated from elsewhere. Also, few, 97 (32.8%) of the 

respondents agreed that they used their mobile phones to search for information in their area of 

specialization generated from outside the country. 

 

Money spent on mobile phones 

Within the 302 involved respondents, about half, 148 (49.0%) indicated that they spent less than 

Tshs. 1,000 (US $) per day to recharge their mobile phones. Yet a quarter, 78 (25.8%) of them said 

that they used in the range of Tshs. 1,000 (US$0.62) to 2,000 (US$ 1.24) per day to recharge their 

mobile phones. This is to say, most, 226 (74.8%) of the respondents mentioned that they spent less 

than Tshs. 1,000 (US$ 0.62) to Tshs. 2,000 (US$ 1.24) amount of money per day to recharge their 

mobile phones. Also, the study findings show that, 37 (12.3%) and 22 (7.3%) of the respondents 

mentioned that they spent Tshs. 500 (US$ 0.31) and Tshs. 1,000 (US$ 0.62) per day to recharge 

their mobile phones.  Again, most, 226 (74.8%) of the respondents mentioned that they spent less 

than Tshs. 1,000 (US$ 0.62) to Tshs. 2,000 (US$ 1.24) per day to recharge their mobile phones. 

Further, over two thirds of the respondents, 186 (71.6%) mentioned that they spent in the range of 

Tshs. 1,000 (US$ 0.62) to Tshs. 3,000 (US$ 1.86) in three days to recharge their mobile phones, 

while few, 29 (9.9%), 22 (7.3%) and 19 (6.3%) said in the range of Tshs. 1,500 (US$0.93), less 

than Tshs. 1,000 (US$ 0.62), and Tshs. 3,000 (US$ 1.86), respectively. Additionally, over half, 
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157 (51.1%) of the respondents reported that they spent in the range of Tshs. 3,000 (US$ 1.86) to 

Tshs. 5,000 (US$ 3.10) in seven days (per week) to recharge their mobile phones. 

  

Table 1: Money that undergraduate students at SUA received and spent on mobile phones in 

2012/1 and 2013/14 

Year 2012/2013 2013/2014 

# of students 2,444* 6,456* 

Studentsô 

allowances 

11,738,396,080** 12,714,394,000** 

Voucher price  500 1,000 1,500 500 1,000 1,500 

Tshs/day spent 1,222,000 2,444,000 3,666,000 3,228,000 6,456,000 9,684,000 

Tshs/week spent 8,554,000 17,108,000 25,662,000 22,596,000 45,192,000 67,788,000 

Tshs/month spent 36,660,000 73,320,000 109,980,000 96,840,000 19,680,000 290,520,000 

Tshs/year spent 446,030,000 892,060,000 1,338,090,000 1,178,220,000 2,356,440,000 3,534,660,000 

Tshs/stud./yr 

spent 

185,500 365,000 547,500 185,500 365,000 547,500 

% average spent 5.2 7.6 19.1 9.3 18.5 27.8 

*Figures were obtained from SUA Student Records Office in 4th March 2014; **Figures sourced from SUA 

Accounts Department, 5th March 2014. 

The data in Table 1 show that of the 2,444 students enrolled in 2012/13 academic year received 

allowances from the Tanzania Higher Education Studentsô Loans Board (THESLB) totaling Tshs. 

7,267,899,550 (US$ 4,514,223.30). Of this money, they spent an average of 8.1% of their 

allowance money to buy vouchers to charge their mobile phones. Also, in 2013/2014 academic 

year the University enrolled 6,456 students who received allowances from the THESLB totaling 

Tshs. 12,714,394,000 (US$ 7,897139.31)spent an average of 18.5% of their allowance money to 

buy air time vouchers to recharge their mobile phones. The data show that as studentsô enrollment 

at the University increased the money spent in mobile phones also increased. Implications of these 

findings are that there is sizeable amount of money that students at the University spend in mobile 

phones (Table1). Generally, due to this, mobile companies appear to make huge amounts of money 

countrywide from university students. 
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Of all the respondents, 109 (36.1%) reported that during the working days (Monday to Friday) 

they mostly talked to their mothers, and next others were: girlfriendsð38 (12.6%), boyfriendsð

25(8.3%), fathersð18(6.0), sistersð10 (3.3%), and others 85 (28.1%). Of the 302 respondents, 

0ver a third, 124 (41.1%) and 115 (37.5%) mentioned that family-and social-related messages were 

mostly communicated in the working days, respectively. Yet few, 24 (7.9%) and ten (3.3%) 

mentioned that they communicated school- and business-related messages, respectively. Of all 302 

respondents, majority, 147 (48.7%) reported that they had multiple frequencies of texting SMS on 

their mobile phones per day while few, 33 (10.9%), 26 (8.6%), and 13 (4.3%) mentioned that the 

frequencies of texting SMS on their mobile phones were once a day, one to five times per day, and 

once in a week, respectively. 

 

Rating of mobile phone use 

Further, of all respondents, about two thirds, 190 (62.9%) rated the use of mobile phones for family 

calls as the most important aspect, while 38 (12.6%), and 21 (7.0%) rated it as important and about 

average, respectively. Yet, about a third, 108 (35.8%) of the respondents mentioned that the use of 

mobile phones for receiving calls was rated as the most important, while 36 (11.9%), 18 (6.0%) 

and 13 (7.0%) rated it as about average, least important, and somehow important, respectively. 

Also, 89 (29.5%) and 61 (20.2%) of the respondents indicated that the use of mobile phones for 

composing and sending SMS was rated as the most important and important, respectively. On the 

same vein, few 45 (14.9%), 34 (11.3%), and 29 (9.6%) rated mobile phones as somehow important, 

about average, and least important, respectively. Additionally, few, 89 (29.5%) and 61 (20.2%) of 

the respondents mentioned that the use of mobile phones for composing and sending out SMS was 

rated as the most important and important, while 45 (14.9%), 34 (11.3%), and 29 (9.6%) rated 

phones as somehow important, about average, and least important, respectively. On other hand, 

majority of the respondents rated the use of mobile phones for playing games as least important, 

reported by 183 (60.6%), while internet use on phones was rated as the most important, by only 

80 (26.5%). Yet, other ratings for internet use on phones were: 63 (20.9%) least important; 53 

(17.5%) important; 37 (12.3%) about average; and 17 (5.6%) least important.  
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Moreover, less than half of the respondents, 131 (43.4%) reported that the use of mobile phones 

for calling university mates to discuss university take-home assignments was rated as the most 

important, while 72 (23.8%), 34 (11.3%), 16 (5.3%) and 11 (3.6%) of respondents  rated it as 

important, about average, somehow important, and least important, respectively. Of all the 

respondents, few 80 (26.5%) and 56 (18.5%) mentioned that the use of mobile phones for keeping 

themselves updated with university almanac. This was rated as the most important and least 

important, respectively. On the same vein, 49 (16.2%), 43 (14.2%), and 25 (8.3%) rated phones as 

somehow important, important, and about average, respectively. Similarly, of all the respondents, 

few 83 (27.5%), 67, and 49 (16.2%) reported that the use of mobile phones for making and keeping 

university instructorsô appointments were rated as most important, least important, and important, 

respectively. In addition, few 28 (9.3%) and 25 (8.3%) said that the use of mobile phones for 

making and keeping university instructorsô appointments were rated as about average and 

somehow important, respectively.              

 

Periods of conversations and the people they talked to 

Further, of all the respondents, 86 (28.5%) reported that during the non-working days (i.e. Saturday 

and Sunday) they mostly talked to their mothers, and next others were: girlfriendsð35 (11.6%), 

fathersð27 (8.9%), boyfriendsð25(8.3%), brother 24 (7.9%), sistersð8 (2.6%), and others 78 

(25.81%). Specific time that respondents had conversations on their mobile phones on non-

working days differed greatly. For instance, 69 (22.8%), 65 (21.5%), and 63 (20.9%) reported that 

they made conversations on their mobile phones in the evenings (6 pm to 8 pm), at nights (8 pm 

to 12 pm), and in the afternoons (2 pm to 5 pm), respectively. Yet few, 53 (17.5%) and 17 (5.6%) 

indicated that they made conversations on their mobile phones in the mornings (6 am to 12 am) 

and in the afternoons (12 pm to 2 pm), respectively. Of the 302 respondents, over a third, 119 

(39.4%) and 110 (36.4%) mentioned that social-and family-related messages were mostly 

communicated in the non-working days, respectively.      

 

Also, on working days, that is, Monday to Friday, time when they made conversations on their 

mobile phones to various people differed widely. Of all the respondents, one third, 102 (33.8%) of 

respondents who were the most, reported that they had conversations on their mobile phones at 
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night (from 8 p.m. to 12 pm), while few, 83 (27.5%) and 58 (19.2%) reported to have conversations 

on their mobile phones in the evenings (6 pm to 8 pm) and in the mornings (6 am to 8 am), 

respectively. The other period mentioned was in the afternoons ï39 (13.0%) (2 pm to 4pm). Over 

two thirds of the respondents, 220 (72.8%) mentioned that they preferred to have conversations on 

their mobile phones in the evenings and at night because it was the free time available to them.  

 

Mobile phones use in classrooms 

Most respondents, 238 (78.8%) disagreed that they received phone calls on their mobile phone 

when they were in the classrooms, while few, 55 (182) agreed to the statement.  Further, over half, 

173 (57.3%) of the respondents agreed that studentsô learning was affected by receiving mobile 

calls when attending classes.  Also, many respondents, 226 (74.8%) indicated that they kept their 

mobile phones in the mute mode when attending classes, while few, 20 (6.6%) said so when taking 

tests and examinations.  Further, few 108 (35.8%) mentioned of putting their mobile phones in 

vibration mode when attending classes, while others said when: sleeping ï 27 (8.9%), doing class 

assignment ï 26 (8.6%), in library, office, and discussion groups ï each 19 (6.3%).  However, few 

respondents reported switching off their mobile phones when: in examination rooms ï 82 (27.2%), 

in classes ï 61 (20.2%), taking tests ï 45 (14.9%), sleeping ï 14 (4.6%), and with supervisors ï 

10 (3.3%).Over two thirds of the respondents, 198 (65.6%) agreed that they got annoyed with 

instructors who received calls on their mobile phones when teaching. Similarly, majority of the 

respondents, 221 (73.2%) agreed that they got annoyed with instructors who made calls out on 

their mobile phones when teaching. Of all the respondents, most, 247 (81.8%) agreed that SUA 

should have bylaws that control and regulate studentsô and instructorsô mobile phone usage in 

classes and examination rooms. 

 

Discussions:  

Periods of conversations and the people students talked to 

Further, of all the respondents, 86 (28.5%) reported that during the non-working days (i.e. Saturday 

and Sunday) they mostly talked to their mothers. Of the 302 respondents, over a third, 119 (39.4%) 

and 110 (36.4%) mentioned that social-and family-related messages were mostly communicated 

in the non-working days, respectively. On working days, that is, Monday to Friday, of all the 
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respondents, one third, 102 (33.8%) who were the most reported that they had conversation on 

their mobile phones at night (from 8 p.m. to 12 pm), because it was the free time available to them 

said by 78.2 percent. 

 

A study at Virginia Tech, Blacksburg, Va., USA studied 568 undergraduate students had mobile 

phones and found that 80% of the cell phone users talk between 6pm and midnight, and the three 

main categories of cell phone calls were family members, boyfriends or girlfriends, and 

friends/relatives. Further, the study found that female students differed from male students by 

using their cell phones for communication with immediate family members, including parents, 

speaking more often, and talking for longer times (Belew, 2007) 

 

A total of 500 undergraduate students from East Tennessee State University, USA were examined 

on their text messaging behavior. The findings revealed that age is the strongest predictor of text 

messaging; with younger respondents being more likely to text. The study also shows that women 

prefer texting, while men prefer voice calls. Age affects preference as well, with younger 

respondents preferring texting and older respondents preferring voice calls. The study also found 

that women are much more likely to use cell phones to avoid others during co-present interaction. 

Around 60 percent (289) said they texted their friends very frequently compared to other 

categories. Twenty-six percent of respondents (118) very frequently texted ñothers,ò while 15.1 

percent (69) texted siblings very frequently. Approximately eight percent (37) and five percent 

(15) texted their parents or child very frequently, and around 34 percent of respondents (164) stated 

they called their friends frequently or very frequently. By contrast, nearly 70 percent of 

respondents (339) frequently or very frequently called their parents. Parents were thus the most 

likely category to receive voice calls from participants (LaBowe, 2011).  

In the Tanzanian context, these findings led us to question whether or not a student's overall 

frequency of cellular phone use at night impacted on their overall academic performance. This 

could be a question in other future studies.  
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Money spent on mobile phones 

This study has established that most students spend Tshs. 1,000 (US$ 0.62) per day to buy airtime 

to recharge their mobile phones, and of the 2012/2013 academic year the 2,444 enrolled students 

spent Tshs. 2,444,000 (US$ 1,518.00) per day, which implied a 7.6% expenditure of their 

allowances per year. Extending further, we used university studentsô enrollment data for 

2010/2011 academic year as provided by the Tanzania Commission for Universities (TCU) for 

Tanzania to calculate the national studentsô expenditure of their allowances in mobile phones. In 

all universities (11 public and private), studentsô data of enrollment for 2010/2011 academic year 

was 135,367, of which 88,178 (65.1%) were males and 47,189 (34.95) were females (TCU, 

2012).Therefore, countrywide, all undergraduate students in these universities spent Tshs. 

135,367,000 (US$ 84,078.90) per day or Tshs. 49,408,955,000 (US$ 30,688,791.90) per year. This 

is a huge sum of money to be spent on non-material activity of recharging mobile phones, 

especially in a poor country like Tanzania. To extend the discourse is the frugal expenditure of the 

tax payersô money that students get from the THESLB as loans and partly use it on mobile phones. 

Worse still is that these loans are partially repaid back to the government by the students after 

graduating. Most of them after graduation become unemployed or are employed in sectors that are 

difficult to trace, and/or change jobs many times that they cannot be easily traced on their 

whereabouts.    

  

This phenomenon is not unique to Tanzania as other findings from elsewhere are indicative. A 

survey polled 900 Kenyan youth aged between 16 and 24 and found that they are constantly on 

their cellular phones ï texting and surfing the Internet ï and sending an average of 250 messages 

as texts and chat posts daily. They spend the biggest portion of their income on mobile phone 

(about KShs.900 monthly) airtime (79%) and trendy clothing (78%) (Herbling, 2012). In UK for 

instance, Save the Student estimates that the typical student spends £24 a month on their mobile 

phone, plus another £12 a month on the internet and home phone connections (Mohammed & 

Collinnson, 2012). Zulkefly and Baharudin (2009) study of N=386 students at the University of 

Putra, Malaysia, found that students spend on average 6 hours daily and USD18.70 monthly on 

their mobiles. In their study, the text message was the most used feature and peers were the most 

frequently contacted people. Further, in Australia, Zulkefly and Baharudin (2009) quoting the 
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Australian Psychological Society (2004) reported that a study revealed that a large proportion 

(66%) of Australian adolescents preferred to use the mobile phone pre-paid system. This system 

allowed adolescents and their parents to monitor and control the mobile phone cost of their 

children. In summary, the reviewed studies show that it is true that worldwide students in 

universities spend substantial amounts of money on their mobile phones, and therefore, policies 

must be put in place to curb such frugality, especially in the state-funded university education like 

SUA. 

 

Mobile phones use in classrooms 

Most respondents, 238 (78.8%) disagreed that they received phone calls on their mobile phone 

when they were in the classrooms, while few, 55 (182) agreed to the statement.Further, over half, 

173 (57.3%) of the respondents agreed that studentsô learning was affected by receiving mobile 

calls when attending classes. Also, many respondents, 226 (74.8%) indicated that they kept their 

mobile phones in the mute mode when attending classes.  

 

Studies from other countries show that indeed this is a common problem. For example, a study at 

University of New Hampshire, Whittemore School of Business and Economics interviewed 1,265 

students. Almost all (99 percent) of the college students owned cellular phones. And half of them 

(51 percent) said that cell phone use in class affects their ability to concentrate and the amount of 

information that they receive during class (52 percent). The most commonly used phone feature 

was the clock, followed by texting. The study found that, although students were aware that phone 

use was frowned upon in class, almost half (49 percent) of those who checked their phones during 

class attempted to conceal their use somewhat or extremely frequently. The study found also that 

female students were found to be 7 percent more likely to text, or more times per class period, and 

they were also 13 percent more likely to frequently hide their phone use in class. Female students 

were 5 percent more likely to text frequently during class (Alfano et al., 2010). 

 

The other study was conducted by McCoy (2013) which involved 777 students from six U.S 

universities in 2012. The results showed that on average, respondents used a digital device for non-

class purposes 10.93 times during a typical school day for activities including texting, social 
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networking, and emailing. Digital Distractions in the Classroom: Student Classroom Use of Digital 

Devices for Non-Class Related Purposes. The study found that most respondents did so to fight 

boredom, entertain themselves, and stay connected to the outside world. More than 80% of the 

respondents indicated such behavior caused them to pay less attention in the classroom and miss 

instruction. Majority of respondents favored policies governing digital device distractions in the 

classroom. Other reviewed studies which seem to have similar findings are those of Zulkefly and 

Baharudin (2009) in Malaysia, Economides and Groupoulou (2008) in Greek, in the Pearson 

Student Mobile Device Survey 2013 National Report in the U.S.A and Europe as reported by 

Abeele and Roe (2011) and also by Leung (2001). These findings led us to question whether or 

not a student's overall frequency of cellular phone use has impacts on his/her overall academic 

performance, as measured by a student's grade point average (GPA). This can be an area for future 

research. 

 

Conclusion, limitation of the study and Future research 

This study examined the pattern of the use of mobile phones among university undergraduate 

students at Sokoine University of Agriculture. The study reports on the following questions: (i) 

what are the periods of conversations and the people students talk to? (ii) how much money is 

spent on mobile phones? and (iii) how is the mobile phone used in classrooms? The study found 

that most students use their mobile phones for social aspects. This is mostly done during late hours 

after having attended classroom. Also, the study found that the money spent for mobile phones is 

very huge compared to the money they spent in buying books. Finally, the study found that the use 

of mobile phones for learning purposes (i.e. mobile learning or m-learning) is not yet fully 

implemented in most Higher Education Institutions in Tanzania (Bhalalusesa & Arshad, 2014; 

Mtebe, 2016).  

The use of a convenience sample was a major limitation of this study. Consequently, it was not 

possible to generalize the findings to the general population. Moreover, respondents sometimes 

could provide untruthful answers to survey questions. The respondents may do this because they 

feel embarrassed or for other personal reasons. As a result, some information in this study may 

reflect this lack of truthfulness. The study would have been more complete, if focus groups had 

been used in conjunction with questionnaires. Focus groups provide researchers the opportunity to 
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gain a more in-depth knowledge about subjects than questionnaires alone. Breaking up groups into 

various ages and dividing them by sex would have greatly enhanced the results of this study. 

Hence, the study would have benefited by using student focus groups. Each of these deficiencies 

can be easily corrected by future researchers. Nevertheless, even with these limitations, the current 

study adds to the body of literature on cellular phone behavior and provides valuable direction for 

future research in m-learning. 
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Tanzanians Online ï Current Trends 2016 

 

Eliamani Sedoyeka11 

_________________________________________________________________ 

Abstract 

Tanzanians like any other nationals are increasingly going online to access, use, generate and share 

information. With the increase of a number of technologies, applications and people online, the 

usage trends are ought to change day by day. This paper presents the findings of a study that aimed 

at learning the current usage, activities, quality perception and other issues that internet users find 

important.  

Apart from the available data from public domains, the study used questionnaires that were 

distributed online into all districts and small towns of Tanzania using social media. The findings 

show that the use of Internet for business is still low while most use internet for personal 

communication via email, chatting and other social media tools. While coverage and quality 

experienced is viewed as satisfactory, service cost poses a challenge and most Tanzanian turn into 

buying bundles to fuel their connectivity requirements.  

Data has also shown a strong competition among networks indicating power shift in the top four 

telecom companies. Despite the availability of online entertainment services, Tanzanians are yet 

to use internet for office operations and still slow into making use of online entertainments such 

as video games, online TV and Radios. The study has also found a huge gender gap in the online 
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community with fewer women than expected. The findings are useful to regulators, telecom 

industry, internet service providers, academicians and the public. 

 

IJCIR Reference Format:  

Eliamani Sedoyeka. Tanzanians Online ï Current Trends 2016, Vol. 10, Issue.2 pp 88 - 105. 

http://www.ijcir.org/volume 10-issue 2/article 5.pdf. 

 

INTRODUCTION  

Tanzania like any other developing country, has witnessed unprecedented increase on the number 

of mobile users. With the change on technologies and mobile phone capabilities, functionalities 

and capacity, the increase number of mobile phone users corresponds to the increase number of 

internet users [Meeker and Wu, 2013]. The global nature of the industry means strong competition 

among telecom companies and hence a number of options and in some cases low internet cost for 

users [ITU, 2014]. 

This increase of internet users has also brought about a number of challenges to the industry. One 

of these is the slow speed in which internet local contents are created and as a results, most 

Tanzanians access foreign domains for basic information [Pejovic et.al, 2012]. Another challenge 

is directed to the Internet Service Providers (ISP) on the internet demands which has resulted into 

fluctuations of pricing structures. The changes of technologies, from second generation (2G) to 

third generation (3G) to now fourth generation (4G) has also meant that users might get access to 

different speeds. From scholarly point of view, there is no enough literature that highlights these 

trends, looking into what Tanzanians are doing online, their perceptions on quality, cost and overall 

experience. 

This paper presents the findings of a research designed to study a currently Tanzania online trends 

by number of activities conducted by Tanzanians online. Specifically, the study wanted to know 

userôs profiles in terms of age, gender, locations, income range and profession. The study also 

wanted to establish the frequency of internet use, how users are connected (network) and their 

price and quality perceptions. Furthermore, the study wanted to find out, among other things, what 
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exactly do Tanzanians do when they are online. Having aimed at knowing the online activities, the 

research targeted those already using the Internet, via social media. 

Tanzania is an East African country located at the east coast of Africa, bordering Indian ocean. 

With a population of over 48 million, Tanzania has experienced a steady economic growth of 

around 6.5% for over 10 years. Telecom sector has constantly contributed over 8% of national 

GDP and is considered one of the pillars of Tanzania economy. With the rise of mobile money 

usage, Telecom sector has rivaled banking sector on volumes of money transfer and has now 

became a reliable means of money transfer to most part of Tanzania, including areas with no 

electricity or banks.  

According to TCRA, Tanzania has over 39 million subscribers by June 2016, with Vodacom 

leading the way with over 12 million subscribers, while Tigo catching up fast with over 11.6 

million subscribers (fig. 1). The country has over 17 million registered mobile money users with 

Vodacom's M-Pesa leading the way while Tigo's TigoPesa coming second (fig 2). 

 

Figure 1: Tanzania Mobile Phone Subscription by June 2016, TCRA [2016]. 

Airtel Smart Halotel Tigo TTCL Vodacom Zantel

APRIL 10,587,784 1,006,736 2,008,493 11,223,450 304,156 12,253,825 1,461,458

MAY 10,438,329 976,138 1,996,285 11,338,379 303,639 12,122,446 1,433,582

JUNE 10,308,101 881,756 2,666,393 11,606,567 304,058 12,060,198 1,409,371

0

2,000,000

4,000,000

6,000,000

8,000,000

10,000,000

12,000,000

14,000,000

M
o

b
ile

 P
h
o

n
e

 S
u
b

sc
ri
b

e
rs

Tanzania Mobile Phone Subscriptions - June 2016 APRIL MAY JUNE



91 
 

International Journal of Computing  and ICT Research, Vol. 10, Issue 2, December 2016 
 

 

 

Figure 2: Tanzania Mobile Money Subscriptions by June 2016, TCRA [2016]. 

After the introduction, the relevant literature is presented in the next section in which more relevant 

data are also presented followed by the methodology. The main section of this paper, findings and 

analysis will follow, in which data collected and analyzed will be presented. This paper's 

conclusion will be presented after the analysis.  

 

LITERATURE REVIEW  

Being connected or being online is rapidly becoming one of the key requirement for most of global 

citizens especially those living in urban or semi urban areas. Since the arrival of mobile 

technologies, more people are being connected via their mobile devices [Meeker 2015]. In 

Tanzania for example, the trend is the same with over 38 million registered mobile phone users 

that comes with over 17 million internet users [TCRA 2016]. The rise of mobile technologies and 

mobile phone has pushed the global internet use to over 3 billion users while introducing a number 

of services such as mobile apps, bill payment and location services [IS, 2015]. These numbers 

however, leaves over 53% of worldôs population unconnected [ITU 2016]. 

These numbers show that Internet is changing the way we live, communicate relate, acquire 

knowledge and importantly, conduct business. For example, Cuomo and Lian [2015] observed a 

decline in the traditional marketing methods in pharmaceutical industry caused by the increase in 
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digital marketing that is directly targeting the consumer, who are now increasingly using mobile 

devices. It has also been observed that the health sector has witnessed a huge change with 

consumer having access to information and therefore access to accurate information is of high 

importance [Mandy et.al, 2014]. With the rise of internet access and trend in digital marketing, 

online business has constantly been on the rise as organizations are looking to improve buyers' 

online shopping experience by looking into factors that motivate web users to shop online [Pavur 

et.al, 2016]. These constant improvement has boosted entertainment and related sectors by creating 

convenient and practical way of purchasing or accessing  online service [Hiller and Kim 2014]. 

On the challenging side, access to internet can create problems in society. For example, studies 

point out that internet addiction is now becoming a concern with a number of people being unable 

to be disconnected for even short periods [Pointers et.al, 2015, Lee et.al, 2015]. On the other hand, 

online harassment especially among youth and university students is considered on the rise and 

hence deserves attention from policy makers, academia and regulators [Lindsay and Krysik, 2012]. 

Since what we do online might contribute to who we meet, relate, work with and sometimes 

become [Pointers 2015], the increase in online harassment is likely to be caused by how these 

young generation uses the internet [Jones et.al, 2013]. 

Internet connectivity has also connected activists in different geographical locations. After 

witnessing how it was used during the Arab Spring, online access has created a new and effective 

democracy platform [Wiss 2014]. The use of social media in promoting personal opinion, sharing 

thoughts or conduction discussion has often posed a dilemma of whether or not can social media 

be relied on and hence the future of social media in democracy is questioned [Gayo-Avello 2015]. 

Although viewing global democracy from USA and EU perspectives might neglect local and 

traditional norms, Internet can still be a tool to bypass the ruling elites that rules many developing 

areas for their benefits [Omalicheva 2015]. 

Online access has also created new trends in education. With the use of online videos, lectures are 

becoming more flexible whilst simplifying leaning and enhancing learning and knowledge 

acquisition [Lopes and Soares 2016]. Apart from using internet as a teaching tool, many 

institutions are offering online education for years. While this has been the positive move with 

increase in the development of online courses, completion rate of these courses is still low [Jordan 
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2014]. Other professionals in education and research have been taking advantage of these online 

trends by making use of smartphones to conduct online surveys. Since a good number of internet 

users are using smartphones, online questionnaires have become a regular tool for surveys 

[Buskirk and Andrus 2012]. 

Globally, internet is becoming one of the cornerstone of our lives, workplace, business, healthcare 

to name the few. Among other things, the dynamic business world has a shift towards outsourcing 

to small companies and freelance contractors [Beerepoot and Lambregts 2015]. According to ITU 

[2016], although 3.9 billion people are still not connected to the internet, over 95% (seven billion) 

of global citizens live in area covered by mobile network with over 4 billion people inside Long 

Term Evolution (LTE) coverage. On the other hand, mobile penetration is forecasted to reach at 

least 71% by 2019 [IS, 2015]. With these numbers, the global trends are shifting towards online 

life with businesses increasing online activities. For example, global public internet companies as 

ranked by their market capitalization shows their total market cap rose from $17 billion in 1995 to 

$2.4 trillion in 2015 [Meeker 2015]. This shows, with the projected connectivity and internet 

penetration growth, more business is going to be conducted online. This means other sectors will 

also have to adopt and therefore understanding societyôs online trends will assist these sectors into 

acting accordingly.  
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METHODOLOGY  

The study whose results are being presented in this paper used quantitative approach in which 

online questionnaire was distributed via social media. After creating the questionnaire, researcher 

used Google Forms to create an online questionnaire. The online questionnaire was then 

distributed using social media, mainly WhatsApp for the first week and Facebook for four 

following weeks. 

The questionnaire was designed in 5 main parts. The first part aimed at users's profiles, asking 

about their age group, gender, location, current occupation etc. The aim was to understand whether 

there is any relationship between these data and their experience online. The second part focused 

on internet usage experience in terms of service availability, the network used and users' perception 

about the quality. The third part looked into costing issues, users' feelings about cost and different 

payment experiences such as in internet cafe. The fourth part looked into the actual activities online 

and users' behavior such as the frequency of using social media, email and key activities, in which 

participants were asked to choose six activities (out of twenty) mostly conducted online. The final 

part looked into the non technical quality of service issues, also known as Quality of Experience 

(QoE) such as helpdesk availability and usefulness of the purchased service (internet connection).  

Due to the fact that the research was aiming at understanding the online trends, this work targeted 

all Tanzanians regardless of the age, gender, or geographical location because for someone to use 

social media means that they are already connected. Data were automatically collected into tabular 

spreadsheet from, a data management standard for Google Forms. From there, data was transferred 

into Microsoft Spreadsheet and analysis task began.  

A total of 2304 questionnaire were filled from all regions and districts of Tanzania. It was observed 

that some of the participants had filled over one form and therefore it was imperative that data had 

to be cleaned. After removing the uncompleted and repeated records, a total of 1931 records were 

left, which was viewed as sufficient for the study. 

 

 



95 
 

International Journal of Computing  and ICT Research, Vol. 10, Issue 2, December 2016 
 

 

FINDINGS AND DISCUSSION 

The internet use in Tanzania appears to be rising over the years reflecting data provided by ITU. 

Of the 1931 participants almost half (49%) being of mid age 26-35 followed by 18-25 age group 

(students) with 31% (fig 1). It was expected however that the studentsô group would dominate 

considering the fact that the research used social network especially Facebook to conduct the study. 

The gap between male to female was also surprisingly big with 89% male and 11% female. 

Although using technology has been viewed to learn more towards male population, the findings 

show a huge indication of a gender digital divide. The research has also seen the relationship of 

education and the use of social media with over 38% of the participants having a degree or more 

and over 20% being in college while only 4% with primary school education (fig. 2). 

  

Fig 1. Age of the participants   Fig 2. Education of the participants 

It should be noted however that since it was clear that this is the research, many social media users 

chose to ignore or participate and their education background might have weighed in their decision 

to participate or not. Another notable data is that of the income in which the leading group is the 

lower middle class of TZS 150,000 ï TZS 500,000, relating to students in colleges followed by 

upper middle class of TZS 500-TZS 1,200,000 (fig 3). 
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Fig. 3 ï Income of the participants. 

Furthermore, the study reached out to all regions of Tanzania with Dar es Salaam, Mbeya and 

Arusha leading the way (fig 4). It should be noted however that Dar es salaam has a relatively high 

population density.  

 

Fig. 4 ï Locations of the participants, totaling 1931. 

Internet Connectivity  

Most participants either access internet everyday (68%) and every hour (24%) (fig 4). Although 

these numbers were expected due to the methodology of the study, it is evident that being 

connected to the internet is becoming the basic need. When asked about which network they use 

to get access to the internet, most participants indicated that they use more than one network. 

Figure 5 shows Vodacom leading the way, followed closely by Tigo and Halotel. It should be 

noted however that most participants are using cellular network to get connected via their mobile 

devices.  
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Fig 4 ï Frequency of internet use 

Of all the telecom companies, Halotel has shown huge expansion in the two years of operation, 

surpassing Airtel.  

  

Fig. 5 ï Networks mostly used to access the  Fig. 6 ï Connection Type. 

internet from mobile phones and modems.  
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Connectivity Cost 

The study also wanted to find out the views and perception of the users about the cost of being 

connected. As it can be seen (fig. 7), more than 58% are spending over TZS 12,000/-  (US $6) per 

week and over TZS 48,000 per month. Furthermore, most users prefer using bundles over pay as 

you go (credit top up) as shown in figure 8 with almost 80% going for weekly bundles (fig. 8). 

 

Fig. 7 ï Weekly spending o Internet   Fig. 8 ï Preferred bundles. 

When asked about their views about the price, majority (55%) said it was either expensive or very 

expensive while the rest said it was good or average (fig. 9). 

 

Fig. 9 ï Participants views towards prices they are paying to access internet. 
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Some of the participants uses internet café to access internet. When asked about the cost, results 

were not much different from those accessing internet from phones or modems with 62% 

indicating that they find cost either expensive or very expensive (fig. 10 & 11). 

  

Fig. 10 ï Cost of using Internet Café.  Fig. 11 ï Internet Café price perception.  

Although the use of internet cafes is constantly in the decline as many customers have moved into 

mobile devices, participants still find these facilities as useful for use such as university or job 

application, where one has to fill long forms or attach files, tasks that cannot be performed on 

mobile phones. 

Online Activities 

Being connected is becoming a fundamental necessity for modern world as many governments 

turns into online services to send public services closer to citizens. This means the quality of the 

service offered must be reasonable, meeting the minimum standard to support basic applications 

[Sedoyeka et.al, 2009). When asked their views about quality, most seems to be satisfied with the 

quality they are receivingwith 50% saying either good or very good with over 42% saying the 

network is average (fig. 12). As indicated in the fig. 4, many participants get online every day and 

over a quarter of them, every hour with over 51% said they cannot stay away from their phone for 

over one hour and over 67% within six hours (fig. 13). When asked about emails, over 45% said 

they cannot go over six hours without checking their email while 69% said the maximum time 

they can go is one day (fig. 14). 
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Fig. 12 ï QoS Perception. 

 

Fig. 13 ï Maximum time away from mobile   Fig. 14 ï Maximum time away from Emails. 

 device chat applications. 

 

The core of the study was to establish the activities performed by Tanzanian online. When asked 

about their time online, in which participants were asked to choose six most activities they each 

do the most online, many indicated that acquiring knowledge in education and research (83%)and 

social networking (81%) being the leading activities (fig. 15). Communicating or keeping up with 

friends via emails (68%) or chatting (63%) is pointed to be important as well. On the lower end, 

video conferencing, online TV, online gaming is still low.  
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