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 The Over-Emphasis on Teaching ICT by African Higher 

Educational Institutions is Killing Africaôs Technological Growth  
 

PROF. JOSEPH M. KIZZA1,  

Editor-in-Chief 

Department of Computer Science and Engineering, 

The University of Tennessee-Chattanooga, Tennessee, 37403, USA. 
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issue2/article1.pdf  

 

 

INTRODUCTION  

 

Over the year, I have advocated for the growth and benefits of the African ICT. In ñBuilding the African 

ICT Infrastructure for Development: The Role of the African University ï Part Iò [KIZZA ], I pointed out 

that Africa had a late start in the race to acquire the information communication technologies (ICTs). The 

late start, compared to other continents, had tremendous implications in the development plans for the 

continent as Africa faced an insurmountable litany of problems that include; difficult in equipment 

acquisition, lack of capacity, limited research and development resources, and lack of investments in ICTs. 

But Africa has a strong beachhead in the race for technological acquisition made up of an unprecedented 

indigenous interest in technological development and the numerous and sometimes ambitious initiatives by 

NGOs and the donor community.  But, strong beachhead or not, African technological development was 

and is still riding on the back of a strong African university. A strong curriculum and strong research 

culture are essential. As note in ñBuilding the African Infrastructure for Development: The Role of the 

African Universityò[KIZZA ], the African university, was, right from the start, late ï almost the last spot in 

the race for anything universities do for national development. The reasons, as I pointed out included the 

fact that most of these universities are very recent with less than 50 years in business except a few. Even 

these few that have relatively a long history, because they started as training ñworkshopsò, they had no 

clear role in national development. These national ñuniversitiesò continue to float with no development 

agenda only teaching students for personal prosperity, thus leading to the mass migration of the educated 

Africans to Europe and North America. In addition to these historical problems, the African university, old 

or new, has yet to build a strong development curriculum and a curiosity research driven culture.  As we 

saw in ñBuilding a Strong Undergraduate Research Culture in African Universities.ò[KIZZA ], nearly all 

current African universities still face similar problems including: 

¶ Traditional curiosity driven research model has been replaced by a market-driven model 

dominated by a consultancy culture according to Mamdani [MAMDANI]. This has led to negative 

consequences for education and research. The consultancy culture is institutionalized through 
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short courses in research methodology, courses that teach students a set of tools to gather and 

process quantitative information from which to cull answers.  

¶ Heavy teaching responsibilities leading to - little time for curriculum development and research 

¶ Low pay - so would be curriculum developers and researchers are often reluctant to use part of 

their salary for research, leading to a preference of consultancies to improve their salaries 

¶ Low and decreasing numbers of well-trained senior professors 

¶ Deterioration in the general education standards 

¶ Mushrooming universities with ill -trained technology professors. 

 

While the African university is faced with all these problems, there is on the other hand a growing army of 

African youth, exuberant and excited with technology, more so ICT. They are flocking the mushrooming 

universities competing for them with false and sexy advertising of strong ICT curriculum and promises of 

high paying jobs in ICT.  This is single handedly killing the promising African technological development 

and indigenous research that would have uplifted Africa. 

 

At the core of this problem is the misunderstanding and misrepresentation of what ICT is for many in 

Africa.  ICT (information and communications technology - or technologies) is an umbrella term that 

includes any communication device or application, encompassing: radio, television, cellular phones, 

computer and network hardware and software, satellite systems and so on, as well as the various services 

and applications associated with them, such as videoconferencing and distance learning. ICTs are often 

spoken of in a particular context, such as ICTs in education, health care, or libraries. The term is 

somewhat more common outside of the United States [TechTarget]. 

 

While African needs an army of well-trained ICT technologists in a variety of areas, what Africa needs 

most are well trained computer scientists, a small subset of ICT technologists, that are capable of 

developing indigenous code that will solve African indigenous problems and lead to African strong 

indigenous research. So far this is not happening at a scale large enough to move African an inch in the 

direction of technological development.   

 

To prove this point, once needs to take a poll of African institutions, big and small, looking for departments 

offering a strong curriculum in computer science.  The numbers of institutions with such departments are 

disappointingly small across the continent.  

 

Over the years, I have seen many African students, trained in ICT coming to American Universities 

thinking that they can join computer science departments for higher degrees and end up dropping out 

because they were not well prepared. American universities programs in information technologies (IT) are 

usually found in schools and collages of Business which is not the case for African universities. 

 

Unless and until there is a strong capacity developed for coding, mostly by African universities and higher 

institutions of learning, the African technological push and agenda will miss the target. Planners and policy 

makers should give this priority to keep African technological development and capacity building on tract. 
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Quality of Service Perception in Telecom Business in Tanzania 
Eliamani Sedoyeka2 

Faculty of Mathematics, Computing and Information Systems 

The Institute of Finance Management 

_____________________________________________________________________________________ 

Abstract 

This paper analyses factors influencing Quality of Service (QoS) perception from usersô perspective. It 

looks into QoS experienced by customers using internet connectivity. It analyses the experiences of service 

users whilst investigating whether users experiences and satisfaction is influenced by technical matrices or 

non-technical side of service offered. The study presented in this paper used qualitative and quantitative 

approaches to collect data. Using a small but fast growing internet service providing company located in 

Dar es Salaam ï Tanzania, questionnaire led phone interviews were conducted with customers who stopped 

using companyôs internet service. Face to face interviews were conducted with executives and engineers of 

the company. 

It has been found that most customers are unaware of the QoS there were supposed to experience. Many 

users are concerned with speed, availability of service and after sale support instead of link speed or other 

technical matrices such as link stability or error rate. Many customers had left the ISP simply because they 

could not get help when they had a technical difficulty. It has also been found out that service cost was 

considered acceptable by most users. It has been observed that for an ISP to be successful, an emphasis 

should be paid on non technical side of business the same has been for the technical side. This is because 

customerôs perception about the service or business is influenced more by the non-technical side of the 

business. 

This paper however only addresses quality of service in telecom industry especially internet providing 

companies. It will be interesting in the future to establish the actual loss of business resulting from having 

unreliable after sale services and a competent helpline unit. ISP must train and equip their technical team 

with soft and people skills which include phone skills. This paper is relevant to ISP operator as well as 

scholars and professionals interested in quality of service studies. 

 

General terms:   Tanzania, QoS, Telecom, User Perceptions 
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1.  INTRODUCTION  

 

In all service sectors, a consumer expects a certain value for the money paid (Grzech et.al, 2010). There is a 

ócontractô between service provider and service consumer. Most of these contracts however, are not written, 

they are assumed. For example, when someone walks into a hotel and order food, the assumption is they 

will get an acceptable quality food, enough to fulfill the stomach desire. When a service provider accepts 

money for the food, they accept the contract to service food of an acceptable quality and amount. There are 

other many angles that are not normally covered in these assumed contracts, for example, how long will it 

take, how it will be served, what about the add-ons, etc. All these issues will have an impact on the 

perception of the service one gets after eating the ordered food. 

In telecom industry the service in question is the connection a customer gets for communication purpose. 

This can be a phone line, video conference or an internet connection, which is the service discussed in this 

paper. When a consumer order an internet service from an internet service provider (ISP) there are 

assumptions they have about the service ordered. These are the qualities expected. For corporate, many 

organization prefers to have service level agreement (SLA) between ISP and the customer (Marilly et.al, 

2002). For individual customer however, many simply accept the service based on the price and assumed or 

promised quality from the ISP. 

Most customers donôt know or have the expertise to understand the acceptable levels of quality of an 

internet connection. Each customer has their own criteria or levels of quality that they consider acceptable 

and when these levels are not met, they perceive the service as not good enough or unacceptable. These 

criteria differ from customer to customer basing on their background, usage, location etc. For example, 

some customers are more concerned with the availability of services while others are concerned with after 

sales support. It is not known however which factors influence the most customersô perception of quality of 

service offered. 

This paper presents findings of the study that set off to find out the QoS factors that influences customersô 

perception. The study which was conducted in an ISP company in Dar es Salaam Tanzania, initially wanted 

to find out the reasons for customers stopping using the service. The researcher wanted to establish how 

those customers perceived the service they were receiving and how those perceptions influenced their 

decisions to leave. 

The Case 

Executives of one of the fast growing internet providing companies noticed that the number of customer 

stopping using their services is rising. They approached the author of this paper and asked for study to be 

carried out to determine the causes. After the initial pilot study researchers found out that customerô 

perceptions of the service experienced and companyôs expectations were different. It was then decided to 

conduct a full study to establish scientific reasons for the situation which goes together with understanding 

users perceptions of the service received. In the competitive telecom environment, the findings will assist 

ISP into creating plans for customer retention.  

After introduction, this paper will present the related literature regarding QoS followed by methodology 

used to conduct the study. Analysis will follow thereafter presenting findings and discussions about the 

study. This paper will conclude by presenting key findings at the end. 

 

Methodology 

The study presented in this paper used a qualitative and quantitative approach to collect data. 

Questionnaires with closed and open ended questions were created and used as a guide to interviews. In the 

beginning of the task, the company provided the researchers with a list of the customers who were believed 

to have stopped using the data services. A questionnaire was designed and created focusing on technical 

issues such as speed and link stability as well as non-technical issues such as helpdesk. Type of questions 

varied. Some of the questions were direct while some used Likert scales ( eg. very bad, bad, normal, good, 

and very good) and some questions asked customers to give comments or opinions. For some questions, 
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participants were asked to provide more information to present their feelings and views of the service they 

had received. Per each customer, a separate questionnaire was printed. 

Since most participants had already stopped using the service, reaching physically would be a challenge 

hence phone interviews were used in which a researcher would call a customer and ask them if they were 

willing to participate in the study. For those who agreed, the researcher would then follow the questionnaire 

and ask the questions whilst filling the questionnaire with the answers provided by the customer.  

The research team sampled a total of 200 customers from 7 main categories each based on number of 

months the customer was using the services (1 ï 7). The pilot study was conducted where only 10 

customers were called. From there, it was clear that the Swahili questionnaire would not be necessary as 

most customers were seemed to be comfortable with English. The research then continued to 30 customers 

and a simple analysis was conducted, looking into the main issues that pushed customers away. The main 

aim was to see whether it will be necessary to call all 200 customers. The decision was made that the data 

collection exercise should continue to 60 customers and data were to be compared between then first 30 

and the last 30. At the end it was established that there are no any new data coming. The research team felt 

that enough data were collected for the assigned task. The exercise took 3 weeks.  

Researcher also interviewed engineers and companies executive. Data were then entered in a simple 

Microsoft Access database for quick analysis. Microsoft Excel was also used for analysis and presentation 

of data. 

 

I.  Literature Review 

Quality of Service (QoS) is defined from two different perspectives. From ISP perspectives, QoS are the 

technical issues that directly affect the end to end service delivery to customer while from customerôs 

perspective, QoS is the experienced levels of service judged from availability of issues that are considered 

essential in the service offered (Ordan et. al., 1997, Jha and Mahabub, 2002). In Tanzania like in any other 

part of the world, most users do not have the expertise to know exactly what they require or whether what 

they have been experiencing was good, average or bad. For example, user might point out a requirement in 

terms of speed based on their previous speed experience believing that the increase in speed will be 

sufficient to support their current need. This might not only be miscalculation but might also not support 

future needs (Buccafurri et al., 2008). 

Tanzania like of the developing world has witnessed a significant rise on the number of internet users (ITU, 

2014). This increase has been caused by among other things, new type of users, using new type of 

technologies to access new types of information. Transforming from its traditional ways, internet has 

moved from being the tool for of professionals, business people and academics to the tool for everyone, 

accessing information from all corners of the world. In developing word, most of new users access Internet 

from mobile devises, accessing and sharing information for general use mostly news and social networks 

(Al -khateeb, 2007, Meeker and Wu, 2013). 

The change on the number and type of users has gone hand in hand with the change in the ways and 

technologies these users adopt in the process of accessing and sharing information on the internet (ITU, 

2014). On one side, telecom companies have invested in new technologies in effort to deliver better 

services to users. These changes have been hugely influenced by the arrival of new technologies rather than 

the actual demands on the ground. It should also be acknowledged that telecom companies are business 

establishments focusing on cutting cost and maximizing profits. The fact that new technologies and 

installations result into cost implication in one or the other, telecom companies often tend to upgrade some 

of the network with the guidance of business return on investments. Cutting cost and maximizing profit can 

have a huge impact on QoS delivered (Sedoyeka et.al, 2009); hence ISP should ensure a certain minimum 

levels of QoS are attained.  

Users on the other hand have turned into mobile devises mostly mobile phones to use Internet (Gupta et.al., 

2013, Meeker and Wu, 2013). The mobility nature of these devices and users means internet is being 
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accessed from all parts of the country. In Dar es Salaam for example, users regardless of the background 

often use more than way of accessing information. Some use office computers during work hours and 

mobile devices after work hours. This means the need for internet connection with good QoS is a 

fundamental need for Tanzanians.  

Many ISP often focus on technical side of the service by ensuring that the key matrices are taken care, 

these are link stability, error rate, speed latency (Anderson, 2001). Users on the other hand focus on 

whether the link provides service that is perceived as acceptable, mostly judged by speed. To improve 

services, ISP ensures the QoS delivered is constantly improving. This approach however tends to forget 

what are the issues users really want improved. To understand what users really want improved, one must 

study user QoS requirements based on their experiences, current uses and near future uses (Sedoyeka et.al, 

2009).  

There are a number of studies that have addressed QoS from different perspectives. Liu et.al, (2009) 

proposed a web based services QoS model that that takes into consideration the advancement of service 

oriented architecture and the role of various players on end-to-end QoS. Tong et.al, (2009) looked into QoS 

in web services by proposing a fuzzy evaluation approach for service selection based on extended QoS. 

Their work wrote about provisioning of services and its impact on resources allocation and pricing 

mechanism. With arrival of cloud computing, some researchers looked into the cloud workflow and 

proposed generic QoS framework for cloud based systems (Liu et.al., 2011).  

Another study by Yong et.al., (2012) proposed a two-phase approach for QoS focusing on history QoS to 

predict the fluctuations of QoS in the future. In 2006, Chung et.al., recommended a QoS negotiable service 

framework for multimedia services connected through subscriber networks while Ito and Tasaka (2006) 

looked into user level QoS assessment of a multipoint-to-multipoint television conferencing allocation over 

IP network. Furthermore, Zai-jian et.al., (2013) developed an analytical model of QoS that maps hybrid 

QoS domains by making use of calculus theory in order to support end-to-end QoS of multimedia services 

over heterogeneous wireless networks. As it can be noted, most research work has focused on technical 

side of QoS, looking into ways to best deliver the services rather than the experiences of the users.  

Researchers studying consumer behavior have pointed out that there are indirect effects of service quality 

impact on consumer behavior and future intentions (Cronin Jr. et.al, 200). Also noted by Hennig-Thurau 

and Klee (1997) relationship between customer satisfaction and customer retention is weak or even 

nonexistent. They argued that retaining a customer is more than satisfying them. Andreassen and Lindestad 

(1998) also concluded that for complex services, corporate image and customer satisfaction are not equally 

contributes to customer loyalty. Corporate image impacts customer loyalty directly whereas customer 

satisfaction does not. These studies show that although customer satisfaction might appear as a vital aspect 

of customer retention, corporate image is the actual aspect that influences customer loyalty. This means 

even if technical QoS experienced is good (internet link), this alone is not enough to retain the customer. 

ISP must improve their corporate images in order to influence future behaviors including retaining the 

customer. 

 

II.  FINDINGS AND ANALYSIS  

The study established that the company was utilizing mesh topology and point-to-point technologies to 

deliver services. Using microwave links, hotspots were established on top of buildings. These hotspots used 

wi-fi technology to deliver services whilst forming a mesh network that scale according to the expansion 

plans of the company. 
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Figure 1 - Mesh Network 

The research began by establishing the type of users. Many users appears to be using the service for home 

use (78%) compare to for office use (22%) (fig 2). Of the surveyed customers, most of them access the 

Internet at daily (82%) and few access once a week or more (fig 3). Of the surveyed customers, 33% were 

still using the service. 

  

 

Fig 2 ï Purpose of Use 

 

Fig3 ï Frequency of Use 

 

 

Customers seem to be okay with the amount they pay. When asked about the price, most of them (97%) 

find the cost as normal, good or very good (fig 44). The same view was observed when they were asked for 

general comments. 
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Fig 4 ï Price Perception  

QoS are the issues that collectively create a notion of quality in any service. There were mixed results on 

the QoS matrices such as speed and link stability. When asked about their views on speed offered, more 

than 70% said it was either good or very good while only 16% said it was either bad or very bad (fig 5). 

However, when asked about the main reason why they left, some (35%) pointed at speed as the reason (fig 

6). Although this can contradict their answers about their feelings on speed, close examination shows that 

11% pointing to speed alone as a reason for them to leave. This shows that there were other strong factors. 

 

Fig 5 ï Speed Perception 

Looking into other reasons, 40% of participants indicated that lack of an effective customer care was the 

reason for them to leave (fig 6). 
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Fig 6 ï Reason for leaving 

For the nature of the business and service, speed, cost and the availability of the service will always be at 

the centre stage. These together give a customer a perception of whether or not the service of a certain 

quality. Since the study clearly established that cost is not the problem, the focus was then on the remaining 

two. For speed, a specific question on the perception clearly showed that although some clients were 

concerned about the speed, more than 70% were happy and clearly this cannot be the reason for customers 

to leave.  

The focus was now on the availability of service. Many customers pointed out that there are a number of 

problems on that; 

i) Service is not always available, highly affected by power cut. Many customers have backup 

power and they are normally operational in the event of power cut and they would expect the 

service to be available. 

ii)  Due to the changes in the current data industry, many clients move across the city. Because 

many have tried other services such as mobile dongles, lack of mobility features on the 

service did put some customers off, pointing low coverage as a reason for them to leave. 

iii)  Although it is understandable machines do break sometimes, many customers are not happy 

with the after sell support. 40% directly pointed that technical support should be improved 

(fig 7). 
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Fig 7 ï Areas to be improved 

Discussion with the executives and engineers highlighted efforts the company had put to ensure its 

customers are satisfied. The company had a mechanism to receive customer calls and respond to the calls 

either physically or remotely. Executives, technical team and help desk believed they had done enough to 

address customer queries in a professional and timely manner. 

III.  DISCUSSIONS  

Customersô perceptions, loyalty and retention 

Generally, most customers appeared to be satisfied with the speed and price of the service regardless with 

the fact they stopped using the service. Stopping using internet services from this ISP did not mean they 

stopped using internet services from other ISPs. This shows that regardless of the service level offered, 

more is needed to retain the customer, same observed by Hennig-Thurau and Klee (1997). 

One of the issue that over 40% of participants pointed out help desk as reason for leaving and 20% pointed 

on the same as an area to be improved. Many pointed out that after sales services were not efficient enough 

to address issues on timely manner. Due to the nature of Internet use, an ineffective after sale service can be 

frustrating. During discussion with engineers and executives of the company, it appeared that the company 

had established a fully functional customer help desk and response team. It could be argued that the 

customers perceived the customer help desk as ineffective regardless. Having a fully fledged customer care 

unit should not necessarily mean a competent service delivery. It has been suggested that having customer-

oriented employees can help in creating a better corporate image (Hoffman et.al, 1991). In this case, it can 

be argued that employees did not have customer oriented skills and competencies to address issues raised 

by customers or to create stable links. In many business sectors, competent staff increases the customer 

value and quality of the service delivered and hence impacting customersô satisfaction and therefore 

corporate image (Moller, 2006). As viewed by Kandampully and Suhartanto (2003) customer satisfaction 

plays a role in gaining customer loyalty which influences customer retention. 

As pointed earlier, customer retention is closely related to customer loyalty than quality of service offered 

(Andreassen and Lindestad, 1998). In this case although it is not proven that participants were not loyal to 

the company, it can be argued that there were also not sympathetic and regardless the fact that the price and 

speed were okay, they opted for another ISP. Retaining customers is toughest task of all in business since 

giving them good services is not enough to retain them. It takes more than satisfying a customer to retain 

them and hence management should work hard to understand how the organization has been perceived by 

customers. This understanding will help the management to increase the QoS and therefore consumer value 

which was also observed by Hu et.al. (2009).  
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For ISPs, customerôs perceptions are driven by mainly speed of the service, link stability (service 

availability) and mostly importantly the quality of help desk. Establishing a business and delivering good 

services should go hand in hand with soft skills training to employees. This means, the organization should 

value the role of after sales support equally as the service itself. 

 

IV.  CONCLUSION 

This paper has presented findings from a study aimed at examining factors that influences customersô QoS 

perception. The study has observed that for an ISP to retain customers, more need to be done. Although 

ensuring that technical matrices such as speed, latency, link stability and error rate are taken care, same 

should be put on non technical issues such as help desk effectiveness. It should be noted that most 

customers do not have skills to accertain the level of QoS they should be experiencing and hence use 

unguided perception to express their satisfaction or dissatisfaction of the service. The study also found out 

that prices for the particular ISP were perceived as acceptable by most customers. It was also established 

that most customers were satisfied with the speed offered. It was observed however that link stability and 

availability of service was considered as important by many users. 

Although acquiring customers is a challenging task, retaining them might be even more challenging. This is 

due to the fact that customer retention is more related to customer loyalty that is to quality of service. In 

this dynamic industry, ISPs should do more to gain customer loyalty which is related to corporate image. 

Therefore, despite the importance of good technical metrics, ISPs should put extra effort to ensure that is 

fully understands the view customers has about the company. Good technical QoS performance, help desk 

and after sale support together with a good corporate image will put an organization in a better competitive 

position. 
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Abstract      

In the last decades, the development of the reliable and stable software with less development time and 

cost, has led to a great interest in CBSE (component based software engineering). The success of such 

component based systems mainly depends on the effective selection of COTS components among the 

various alternatives that meet the userôs requirements. So, a set of predefined selection criteria must be 

obtained for the effective selection and evaluation of various COTS components. In this research paper, the 

identification of various criteria for the selection of COTS component is done, and then these selection 

criteria are ranked according to their local and global weights. 

Keywords: Commercial Off-the-Shelf; Fuzzy Set Theory; Selection Criteria; CBSE. 
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1.  Introduction  

A significant proportion of the IT portfolio now a day is comprised by the component based software 

development (CBSD). Component based software development focuses on the development of large 

software systems by integrating the already existing reusable software components named as COTS. 

Commercial-off-the-shelf (COTS) is defined as the software pieces that can be further reused by the 

software developers to build the new software systems. The COTS products are readymade and can be used 

by the software developers ñas it isò and can be easily installed and incorporated with the existing system 

components. The use of COTS products provides many potential benefits as: (i) Reduction in development 

cost (ii) Reduction in development time and effort (iii) Improved quality of target software. In spite of 

many potential benefits, some disadvantages are also associated with the COTS products as (i) Incomplete 

knowledge of inner working code (ii) Compatibility issues (iii) Unavailability of correct and complete 

specifications. Unlike the other software development approaches, the success of component based 

software engineering is dependent on the identification, selection and evaluation of the COTS components. 

So, before the integration of the various COTS components in the final software there is a need of to 

qualify adapt these components. For the accurate evaluation of these COTS components, a set of the COTS 

selection criteria must be identified. 

The rest of the paper is structured as follows: Section 2 review various COTS selection criteria available in 

open literature. The methodology of assigning priority weights to the identified criteria is explained in 

section 3. Ranking procedure for the COTS selection criteria based on fuzzy set theory is described in 

section 4. Priority weights and results of ranking of the COTS selection criteria and sub-criteria are 

provided in section 5. References used in the present research work are given at the end of the paper. 

2. Review of COTS selection criteria 

 

COTS selection has become very crucial in the component based development approach for the developers 

and researchers. A lot of research has been done by various researchers to find the COTS selection criteria. 

Bertoa and Vallecillo [1] proposed a quality model for the component based software development (CBSD) 

based on ISO 9126, that defines a set of quality attributes as Functionality, Reliability, Usability, 

Efficiency, Maintainability , Portability etc. and their associated metrics for the effective selection and 

evaluation of COTS components. Wanyama and Homayoun [2] found that the COTS selection is a 

complex multi-criteria decision making (MCDM) problem characterized by uncertainty, complexity, 

multiple stakeholders and multiple objectives. In the contemporary work Rehman et al. [3] present vendor 

dependence as a major factor in COTS selection.   

Huan-Jyh Shyur [4] presented cost, supplierôs support, technological risk, closeness of fit to companyôs 

http://ijcir.mak.ac.ug/volume9-issue2/article3.pdf
http://ijcir.mak.ac.ug/volume9-issue2/article3.pdf
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business, ease of implementation, flexibility to easy change as the company business change and system 

integration (CO, SS, TR, FB, EI, FC, SI) as the COTS selection criteria. Neubauer and Stummer [5] solved 

the problem of COTS selection by categorizing the different COTS selection factors mainly in functional 

criteria, quality criteria (defect rate, performance, usability, security etc.), strategic criteria (cost, available 

time etc.) and domain and architectural criteria. Wanyama and Far [6] had addressed the problem of COTS 

selection using reliability, maintainability, security, portability, compatibility, vendor ability, initial product 

price, initial hardware price, implementation costs, training costs, license conditions as selection criteria.  

Basem Suleiman [7] has addressed the COTS selection problem using system integration interface, 

functionality aspects, COTS vendor maturity, conformity to system environment (consistency between 

system requirements, hardware, software application systems and COTS component infrastructure), budget, 

time, vendor support as selection criteria. Ibrahim et al. [8] proposed the selection criteria for the COTS 

component such as usability, security, functionality, performance, recoverability and impact. Ravi chandran 

et al. [9] listed a large number of COTS selection attributes such as reliability, stability, portability, 

consistency, completeness, interface and structural complexity, understandability of software documents, 

security, usability, accuracy, compatibility, performance, serviceability and customizability.  

Baharom et al. [10] introduced vendor characteristics such as vendor stability, vendor reputation, vendor 

supportability and organization characteristics as system platform, development environment, culture and 

financial characteristic for COTS component selection. Gupta et al. [11] used quality, cost, probability of 

failure on demand, average no. of invocations, no. of lines of code, execution time, delivery time and 

quality characteristics as selection criteria. Mittal and Bhatia [12] applied AHP technique for the COTS 

selection by considering the reusability as selection criteria. Faridi et al. [13] presented the COTS selection 

on the basis of software quality model ISO/IEC 25010. Faundes et al. [14] proposed PBEC-OTS technique 

by accounting six criteria as Coverage, Automation, Implementation, Cost, Collaboration, and 

Participation.   

Kaur and Singh [15] used Promethee method for the COTS selection by considering performance, 

reliability, maintainability, cost and integrability as selection criteria. Khan et al. [16] presented a 

component based software engineering framework for software reusability.  Shah et al. [17] presented 

various quality criteria as effectiveness, efficiency, satisfaction, safety and usability as component selection 

criteria. A review of different COTS component selection criteria [1-29] is given in table 1. 

3. Methodology adopted 

In this research, Fuzzy set theory is used for the ranking of various COTS selection criteria. Fuzzy logic 

theory which was introduced by Zadeh [18] has proved to be essential for numerous applications. As 

compared to conventional scale in problems of researches exploratory in nature and where primary data is 

needed to be collected through surveys i.e. questionnaires, interviews, etc. It is capable to model the 

vagueness and impreciseness. In fuzzy set theory, the data is collected from the respondents in linguistic 

variables, qualitative in nature, i.e. Extremely Less Important, Very Less Important, Less Important, 

Important, More Important, Very More Important, Extremely More Important etc. these linguistic variable 

are then converted into crisp score, a single numerical value, through fuzzy numbers using membership 

functions. The algebraic functions can easily be applied on fuzzy numbers. The details on conversion of 

linguistic variables of a seven point fuzzy scale into corresponding crisp score values is explained in Table 

2. 
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Table 1: Review of COTS component selection criteria 
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Table 2: Linguistic terms representation using triangular fuzzy numbers 

 

Qualitative measures of 

selection criteria/sub-

criteria 

(Linguistic Variables) 

Fuzzy 

number 
Membership function ‘ὼ 
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‘ ὓ  
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‘ ὓ  

Extremely Less Important M1(0, 0, 0) ‘ ὼ ρȟὼ π 0 1 0 
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M2 (0, 0. 1, 
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y 
                     Y   

 

Vendor 

Stability 
             Y         Y  
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More Important 
M5(0.6, 0.7, 

0.8) 

‘ ὼ
ὼ πȢφȾπȟρ πȢφ ὼ πȢχ
πȢψ ὼȾπȟρ πȢχ ὼ πȢψ

 
0.7273 0.3636 0.6818 

High/ 

Very More Important 

M6(0.8, 0.9, 

1) 

‘ ὼ
ὼ πȢψȾπȟρ πȢψ ὼ πȢω
ρ ὼȾπȟρ πȢω ὼ ρ

 
0.9091 0.1818 0.8636 

Very high/ 

Extremely More Important 
M7 (1, 1, 1) ‘ ὼ ρȟ ὼ ρ 1 0 1 

4. Ranking Procedure 

In this section, a ranking procedure for the ranking of various COTS selection criteria based on their local 

and global weights is described as: 

4.1 Ranking Criteria:  Identification and Selection 

The COTS components can be compared by means of several criteria, collectively termed as ranking 

criteria. An exhaustive list of such ranking criteria available in open literature has been tabulated in 

previous section. The major emphasis of the researchers for the selection of COTS components is on the 

quality characteristics, cost, vendor issues etc. However, each of the ranking criteria relates to some 

particular aspect of the COTS considered important to the objective of present research work. Using the 

experience gained from the literature and peer group discussions, seventeen ranking criteria are identified 

and grouped in four major categories namely (i) Quality characteristics (ii) Technology factors (iii) Domain 

and architectural factors and (iv) Strategic factors. A hierarchical structure of these ranking criteria is given 

in Figure 1. 

 

 

 
 

Figure 1: Hierarchal structure of COTS selection criteria 
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Multi-Language support (C15) 
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There exists a lack of maturity in this field and it is impossible to identify secondary data in the open 

literature that could constitute the basis for ranking the various COTS selection criteria. Consequently, 

there is only an alternate to collect primary data and under such circumstances, reliance on expert opinion 

is the only optimal approach for collection of data. A single expert is sufficient for an expert elicitation 

process if possesses infinite knowledge and never errs meaning thereby perfect in the field of 

specialization. The chances of making a mistake or due to limited and inadequacy of the knowledge, it is 

always better to have more than one expert. 

For the present research work, the researchers prepared a list of twenty five potential experts taking experts 

dependenciesô into consideration. Finally, ten experts are selected based on their expertise, subject 

knowledge going through brain storming, experience and current position in academia/industry. 

4.3 Questionnaire Design 

The present research is exploratory in nature. Questionnaire is considered to be the best way of collection 

of data in survey researches which are exploratory in nature. Since, no secondary data is available in the 

open literature and hence questionnaires are used to collect primary data. A questionnaire is designed to 

estimate the weights of the various COTS selection criteria identified in this research from the literature. 

The weights by the experts are provided on a seven point fuzzy scale. The questionnaire is designed in 

three parts: First part of each questionnaire contains a covering letter which explains the purpose of the 

research study and statement of confidentiality. Second part consists of demographic details e.g. name of 

the organization, field of expertise (software development, software design, software purchasing and 

procurement, etc.); length of experience, qualification and designation, etc. Third part of the questionnaire 

consists of assigning weights to the selection criteria of the COTS components on a predetermined seven 

point fuzzy scale.  

4.4 Data Collection  

In this research, the data to calculate the weights for the various selection criteria is provided by the ten 

experts through a well designed questionnaire, then these linguistic terms are converted in triangular fuzzy 

numbers and corresponding crisp values by using table 2 as given in section 3.  

A statistical analysis was performed on the data obtained from the experts using SPSS. The Cronbachôs 

alpha value, so obtained, was more than 0.8 in case of importance of the ranking criteria. Such a value of 

Cronbachôs alpha indicates higher reliability and internal consistency among the values assigned by the 

different experts. Aggregation of expert opinions is necessary irrespective of the method of aggregation i.e. 

Arithmetic or geometric averages being consistently better than the opinions of individual experts. Keeping 

in consideration that all experts are equally competent, qualified and experienced, and no significant 

difference was observed in terms credibility and importance, hence all experts are weighted equally and 

arithmetic averaging aggregation method is adopted going through in-depth analysis of the responses of the 

experts. 

The weights for the various selection criteria in linguistic terms on a seven point fuzzy scale provided by 

the ten experts are given in Appendix 1. The linguistic terms are converted into corresponding crisp scores 

on a scale of 0-1 and the average values of the experts rating are done using fuzzy aggregation methods. 

The corresponding crisp scores and average aggregation values are provided in Table 3. 

 



 

International Journal of Computing  and ICT Research, Vol. 9, Issue 2, December  2015                Page  
 

28 

 

 

     Table 3: Crisp scores and average values of priority weights of COTS selection criteria 

S.  

No

. 

Criterion/Sub-Criterion  E1 E2 E3 E4 E5 E6 E7 E8 E9 
E1

0 

Ave

rag

e 

A Quality Characteristics 
          

 

1 Functionality 
          

 

1.1 Accuracy 
1.0

0 

1.0

0 

1.0

0 

0.8

6 

0.8

6 

0.6

8 

1.0

0 

1.0

0 

0.6

8 

0.8

6 

0.89

5 

1.2 Compliance 
0.6

8 

0.5

0 

0.5

0 

0.8

6 

0.5

0 

0.6

8 

0.8

6 

0.5

0 

0.5

0 

0.6

8 

0.62

7 

1.3 Interoperability 
0.6

8 

0.5

0 

0.8

6 

0.8

6 

0.5

0 

0.6

8 

0.8

6 

0.6

8 

0.5

0 

0.5

0 

0.66

4 

1.4 Security 
1.0

0 

1.0

0 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.8

6 

1.0

0 

0.6

8 

0.8

6 

0.83

2 

1.5 Suitability 
0.5

0 

0.5

0 

0.5

0 

0.6

8 

0.3

1 

0.5

0 

0.6

8 

0.5

0 

0.5

0 

0.6

8 

0.53

6 

2 Reliability 
          

 

2.1 Fault Tolerance 
0.6

8 

0.5

0 

0.8

6 

0.6

8 

0.8

6 

0.5

0 

0.5

0 

0.6

8 

0.6

8 

0.8

6 

0.68

2 

2.2 Maturity 
0.5

0 

0.3

1 

0.6

8 

0.5

0 

0.5

0 

0.3

1 

0.6

8 

0.3

1 

0.3

1 

0.5

0 

0.46

4 

2.3 Recoverability 
0.5

0 

0.6

8 

1.0

0 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

1.0

0 

0.5

0 

0.5

0 

0.69

1 

3 Usability 
          

 

3.1 Learn-ability 
0.3

1 

0.5

0 

0.1

3 

0.3

1 

0.5

0 

0.1

3 

0.1

3 

0.0

0 

0.3

1 

0.3

1 

0.26

8 

3.2 Operability 
0.8

6 

1.0

0 

0.6

8 

0.6

8 

0.5

0 

0.6

8 

0.8

6 

0.8

6 

0.6

8 

1.0

0 

0.78

2 

3.3 Understandability 
0.6

8 

0.6

8 

1.0

0 

0.6

8 

0.5

0 

0.6

8 

0.5

0 

0.8

6 

0.5

0 

0.6

8 

0.67

7 

4 Efficiency 
          

 

4.1 Resource Behavior 
0.5

0 

0.3

1 

0.8

6 

0.5

0 

0.6

8 

0.3

1 

0.5

0 

0.5

0 

0.3

1 

0.6

8 

0.51

8 

4.2 Time Behavior 
0.6

8 

0.5

0 

0.8

6 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.6

8 

0.5

0 

0.5

0 

0.64

5 

5 Maintainability 
          

 

5.1 Analyzability 
0.3

1 

0.3

1 

0.6

8 

0.3

1 

0.5

0 

0.5

0 

0.6

8 

0.5

0 

0.3

1 

0.3

1 

0.44

5 

5.2 Changeability 
0.5

0 

0.5

0 

0.8

6 

0.6

8 

0.5

0 

0.5

0 

0.6

8 

0.3

1 

0.5

0 

0.3

1 

0.53

6 

5.3 Stability 
1.0

0 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.8

6 

1.0

0 

0.8

6 

0.8

6 

0.6

8 

0.81

8 

5.4 Testability 
0.8

6 

1.0

0 

1.0

0 

0.6

8 

0.8

6 

0.6

8 

0.8

6 

0.8

6 

1.0

0 

1.0

0 

0.88

2 

6 Portability 
          

 

6.1 Adaptability 
0.6

8 

0.6

8 

0.8

6 

0.6

8 

0.5

0 

0.6

8 

0.6

8 

0.8

6 

0.8

6 

0.5

0 

0.70

0 

6.2 Conformance 
0.5

0 

0.5

0 

0.5

0 

0.3

1 

0.6

8 

0.5

0 

0.3

1 

0.3

1 

0.5

0 

0.5

0 

0.46

4 

6.3 Installability 
0.6

8 

0.8

6 

0.8

6 

0.5

0 

0.5

0 

0.6

8 

0.6

8 

0.8

6 

0.5

0 

0.6

8 

0.68

2 

6.4 Replaceabilty 0.3 0.5 0.3 0.3 0.1 0.3 0.5 0.3 0.3 0.5 0.35
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1 0 1 1 3 1 0 1 1 0 5 

B Technology Factors 
          

 

7 User Documentation 
0.6

8 

0.6

8 

0.5

0 

0.3

1 

0.5

0 

0.5

0 

0.6

8 

0.3

1 

0.3

1 

0.5

0 

0.50

0 

8 Technical Documentation 
0.8

6 

0.6

8 

0.8

6 

0.5

0 

0.5

0 

0.5

0 

0.6

8 

0.8

6 

0.8

6 

0.6

8 

0.70

0 

9 Evaluation and Versioning 
0.5

0 

0.6

8 

1.0

0 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.8

6 

0.6

8 

0.71

4 

10 Module completion 
0.6

8 

0.6

8 

0.6

8 

0.5

0 

0.5

0 

0.3

1 

0.6

8 

0.5

0 

0.6

8 

0.3

1 

0.55

5 

11 
Language and Development 

Tools 

0.3

1 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.3

1 

0.3

1 

0.5

0 

0.6

8 

0.55

5 

C 
Domain And Architectural 

Factors           

 

12 Platforms 
0.6

8 

0.5

0 

0.8

6 

0.5

0 

0.6

8 

0.8

6 

0.3

1 

0.5

0 

0.6

8 

0.6

8 

0.62

7 

13 External Connectivity 
0.6

8 

0.6

8 

0.8

6 

0.6

8 

0.5

0 

0.5

0 

0.6

8 

0.8

6 

0.6

8 

0.5

0 

0.66

4 

14 Interface Standard 
0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.5

0 

0.6

8 

0.8

6 

0.8

6 

0.6

8 

0.5

0 

0.68

2 

15 
Framework and 

Architectural Style 

0.6

8 

0.6

8 

0.8

6 

0.6

8 

0.8

6 

0.8

6 

0.5

0 

0.8

6 

0.6

8 

0.6

8 

0.73

6 

16 Multi -Language Support 
0.3

1 

0.5

0 

0.8

6 

0.5

0 

0.6

8 

0.3

1 

0.3

1 

0.5

0 

0.6

8 

0.5

0 

0.51

8 

D Strategic Factors 
          

 

17 Vendor Capabilities 
          

 

17.

1 
Market Trends 

0.5

0 

0.3

1 

0.8

6 

0.5

0 

0.5

0 

0.6

8 

0.3

1 

0.3

1 

0.5

0 

0.6

8 

0.51

8 

17.

2 
Training and Support 

0.6

8 

0.3

1 

0.5

0 

0.5

0 

0.5

0 

0.6

8 

0.6

8 

0.6

8 

0.3

1 

0.5

0 

0.53

6 

17.

3 
Vendor Reputation 

0.6

8 

0.5

0 

0.6

8 

0.3

1 

0.3

1 

0.5

0 

0.6

8 

0.5

0 

0.5

0 

0.3

1 

0.50

0 

17.

4 
Vendor Location 

0.5

0 

0.5

0 

0.6

8 

0.5

0 

0.5

0 

0.5

0 

0.3

1 

0.6

8 

0.3

1 

0.5

0 

0.50

0 

17.

5 
R & D Technology 

0.5

0 

0.5

0 

0.3

1 

0.5

0 

0.5

0 

0.3

1 

0.6

8 

0.3

1 

0.3

1 

0.3

1 

0.42

7 

17.

6 
Financial Condition 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.5

0 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.66

4 

17.

7 

Implementation and 

Serviceability 

0.6

8 

0.6

8 

0.8

6 

0.5

0 

0.5

0 

0.5

0 

0.5

0 

0.6

8 

0.8

6 

0.6

8 

0.64

5 

18 Business Issues 
          

 

18.

1 
Licensing Arrangements 

0.8

6 

0.8

6 

0.5

0 

0.6

8 

0.6

8 

0.5

0 

0.8

6 

0.6

8 

0.5

0 

0.5

0 

0.66

4 

18.

2 
Organizational Policies 

1.0

0 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.6

8 

1.0

0 

0.6

8 

0.8

6 

0.6

8 

0.78

2 

18.

3 
Risk factors 

0.8

6 

0.8

6 

0.6

8 

0.8

6 

0.8

6 

0.8

6 

0.6

8 

0.8

6 

0.6

8 

0.6

8 

0.79

1 

19 Cost 
          

 

19.

1 
Production Cost 

0.6

8 

0.6

8 

1.0

0 

0.8

6 

0.6

8 

0.8

6 

0.8

6 

0.6

8 

0.5

0 

0.6

8 

0.75

0 

19.

2 

Installation and 

Implementation Cost 

0.8

6 

0.6

8 

0.6

8 

0.5

0 

0.6

8 

0.5

0 

0.8

6 

0.6

8 

0.5

0 

0.5

0 

0.64

5 

19.

3 
License Cost 

0.8

6 

0.5

0 

0.3

1 

0.5

0 

0.5

0 

0.6

8 

0.3

1 

0.3

1 

0.5

0 

0.5

0 

0.50

0 

19. Upgradation And 0.6 0.5 0.8 0.5 0.6 0.6 0.5 0.8 0.8 0.5 0.66
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4 Maintenance Cost 8 0 6 0 8 8 0 6 6 0 4 

 

4.5 Calculation of Criteria Weights 

The weights (local and global) of the ranking criteria are estimated using the adopted methodology as 

explained in previous sections and are summarized in Table 4. 

Table 4: Weights (Local and Global) for ranking criteria 

S. 

No. 
Criterion/Sub-Criterion 

Local 

Wt. 

Glob

al 

Wt. 

S. 

No. 
Criterion/Sub-Criterion 

Loca

l Wt. 

Glob

al 

Wt. 

Quality Characteristics 0.470 
0.47

0 

Domain & architectural 

factors 

0.11

5 
0.115 

C1 Functionality 0.270 
0.12

7 

C1

2 
Platforms 

0.19

4 
0.022 

C2 Reliability 0.131 
0.06

6 

C1

3 
External connectivity 

0.20

6 
0.024 

C3 Usability 0.131 
0.06

2 

C1

4 
Interface standard 

0.21

1 
0.024 

C4 Efficiency 0.088 
0.04

2 

C1

5 

Framework & 

architectural style 

0.22

8 
0.026 

C5 Maintainability 0.204 
0.09

6 

C1

6 
Multi -language support 

0.16

1 
0.019 

C6 Portability 0.167 
0.07

9 
Strategic Factors  

0.30

7 0.307 

Technology Factors 0.108 
0.10

8 

C1

7 
Vendor capabilities 

0.44

2 
0.135 

C7 User Documentation 0.165 
0.01

8 

C1

8 
Business Issues 

0.26

1 
0.080 

C8 Technical Documentation 0.232 
0.02

5 

C1

9 
Cost 

0.29

8 
0.091 

C9 
Evaluation and 

versioning 
0.236 

0.02

6 

 C10 Module completion 0.184 
0.02

0 

C11 
Language and 

development tools 
0.184 

0.02

0 

4.6 Ranking of Criteria Weights 

Finally, the various selection criteria and sub-criteria identified in this research are ranked on the basis of 

their global weights as given in tables 5 and 6 respectively. 

Table 5: Ranking of selection criteria 

S. No. Criterion  Global Ranking 
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Weight 

1 Quality Characteristics 0.470 1 

2 Technology Factors 0.108 4 

3 
Doman and Architectural 

Factors 
0.115 

3 

4 Strategic Factors 0.307 2 

 

Table 6: Ranking of selection sub-criteria  
 

S. No. Sub-Criterion  

Global 

Weight 

Ranking 

1 Vendor capabilities 0.135 1 

2 Functionality 0.127 2 

3 Maintainability 0.096 3 

4 Cost 0.091 4 

5 Business Issues 0.08 5 

6 Portability 0.079 6 

7 Reliability 0.066 7 

8 Usability 0.062 8 

9 Efficiency 0.042 9 

10 Evaluation and versioning 0.026 10 

11 Framework & architectural style 0.026 11 

12 Technical Documentation 0.025 12 

13 External connectivity 0.024 13 

14 Interface standard 0.024 14 

15 Platforms 0.022 15 

16 Module completion 0.02 16 

17 

Language and development 

tools 0.02 

17 

18 Multi -language support 0.019 18 

19 User Documentation 0.018 19 

5. Results and Conclusion 

According to the methodology adopted in the illustrated example, the higher value of global weight of 

selection criteria depicts the better ranking. The comparative rankings of all four criteria namely quality 

characteristics, technology factors, domain and architectural factors and strategic factors are given in Fig. ï 

2.  
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Figure 2: Ranking of COTS selection criteria 

 

Figure depicts that óQuality Characteristicsô selection criteria  is ranked at number 1 based on global 

weights and is followed by óStrategic Factorsô and óDomain and Architectural Factorsô. óTechnology 

Factorsô selection criterion is ranked at the last position or at number 4. Ranking of sub-criteria based on 

their global weights is shown in figure 3. 

 

Figure 3: Ranking of COTS selection sub-criteria  

Figure depicts that óVendor Capabilitiesô is ranked at number 1 followed by óFunctionalityô at number 2 

and óMaintainabilityô at number 3. The óUser Documentationô selection criterion is of least importance and 

ranked at number 19 or at last position. 

From the above discussions, it is well established that expert opinion is a better method to determine the 

priority weights of the various COTS selection criteria and sub-criteria. Fuzzy method is suitable to 
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overcome the fuzziness of the data and vagueness of the mind while estimating the priority weights of the 

criteria or sub-criteria. 
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APPENDIX ï 1 

Priority weights of COTS selection criteria and sub-criteria assigned by Experts in linguistic terms 

 

S. 

No. 
Criterion/Sub-Cr iterion E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 

A Quality Characteristics 
          

1 Functionality 
          

1.1 Accuracy 
EM

I 

EM

I 

EM

I 

VM

I 

VM

I 
MI  

EM

I 

EM

I 
MI  

VM

I 

1.2 Compliance MI  I I 
VM

I 
I MI  

VM

I 
I I MI  

1.3 Interoperability MI  I 
VM

I 

VM

I 
I MI  

VM

I 
MI  I I 

1.4 Security 
EM

I 

EM

I 
MI  

VM

I 
MI  MI  

VM

I 

EM

I 
MI  

VM

I 

1.5 Suitability I I I MI  LI  I MI  I I MI  

2 Reliability 
          

2.1 Fault Tolerance MI  I 
VM

I 
MI  

VM

I 
I I MI  MI  

VM

I 

2.2 Maturity I LI  MI  I I LI  MI  LI  LI  I 

2.3 Recoverability I MI  
EM

I 

VM

I 
MI  MI  I 

EM

I 
I I 

3 Usability  
          

3.1 Learnability LI  I LI  LI  I VLI  LI  ELI LI  LI  

3.2 Operability 
VM

I 

EM

I 
MI  MI  I MI  

VM

I 

VM

I 
MI  

EM

I 

3.3 Understandability MI  MI  
EM

I 
MI  I MI  I 

VM

I 
I MI  

4 Efficiency 
          

4.1 Resource Behavior I LI  
VM

I 
I MI  LI  I I LI  MI  

4.2 Time Behavior MI  I 
VM

I 

VM

I 
MI  MI  I MI  I I 

5 Maintainability 
          

5.1 Analyzability LI  LI  MI  LI  I I MI  I LI  LI  

5.2 Changeability I I 
VM

I 
MI  I I MI  LI  I LI  

5.3 Stability 
EM

I 
MI  

VM

I 
MI  MI  

VM

I 

EM

I 

VM

I 

VM

I 
MI  

5.4 Testability 
VM

I 

EM

I 

EM

I 
MI  

VM

I 
MI  

VM

I 

VM

I 

EM

I 

EM

I 

6 Portability 
          

6.1 Adaptability MI  MI  
VM

I 
MI  I MI  MI  

VM

I 

VM

I 
I 

6.2 Conformance I I I LI  MI  I LI  LI  I I 

6.3 Installability MI  
VM

I 

VM

I 
I I MI  MI  

VM

I 
I MI  

6.4 Replaceabilty LI  I LI  LI  VLI  LI  I LI  LI  I 

B Technology Factors 
          

7 User Documentation MI  MI  I LI  I I MI  LI  LI  I 

8 Technical Documentation 
VM

I 
MI  

VM

I 
I I I MI  

VM

I 

VM

I 
MI  

9 Evaluation and Versioning I MI  
EM

I 
MI  

VM

I 
MI  MI  I 

VM

I 
MI  



 

International Journal of Computing  and ICT Research, Vol. 9, Issue 2, December  2015                Page  
 

36 

10 Module completion MI  MI  MI  I I LI  MI  I LI  LI  

11 
Language and Development 

Tools 
LI  MI  

VM

I 
MI  MI  I LI  LI  I MI  

C 
Domain And Architectural 

Factors           

12 Platforms MI  I 
VM

I 
I MI  

VM

I 
LI  I MI  MI  

13 External Connectivity MI  MI  
VM

I 
MI  I I MI  

VM

I 
MI  I 

14 Interface Standard 
VM

I 
MI  MI  I I MI  

VM

I 

VM

I 
MI  I 

15 
Framework and 

Architectural Style 
MI  MI  

VM

I 
MI  

VM

I 

VM

I 
I 

VM

I 
MI  MI  

16 Multi -Language Support LI  I 
VM

I 
I MI  LI  LI  I MI  I 

D Strategic Factors 
          

17 Vendor Capabilities 
          

17.1 Market Trends I LI  
VM

I 
I I MI  LI  LI  I MI  

17.2 Training and Support MI  LI  I I I MI  MI  MI  LI  I 

17.3 Vendor Reputation MI  I MI  LI  LI  I MI  I I LI  

17.4 Vendor Location I I MI  I I I LI  MI  LI  I 

17.5 R & D Technology I I LI  I I LI  MI  LI  LI  LI  

17.6 Financial Condition 
VM

I 
MI  MI  I I MI  

VM

I 
MI  MI  I 

17.7 
Implementation and 

Serviceability 
MI  MI  

VM

I 
I I I I MI  

VM

I 
MI  

18 Business Issues 
          

18.1 Licensing Arrangements 
VM

I 

VM

I 
I MI  MI  I 

VM

I 
MI  I I 

18.2 Organizational Policies 
EM

I 
MI  

VM

I 
MI  MI  MI  

EM

I 
MI  

VM

I 
MI  

18.3 Risk factors 
VM

I 

VM

I 
MI  

VM

I 

VM

I 

VM

I 
MI  

VM

I 
MI  MI  

19 Cost 
          

19.1 Production Cost MI  MI  
EM

I 

VM

I 
MI  

VM

I 

VM

I 
MI  I MI  

19.2 
Installation and 

Implementation Cost 

VM

I 
MI  MI  I MI  I 

VM

I 
MI  I I 

19.3 License Cost 
VM

I 
I LI  I I MI  LI  LI  I I 

19.4 
Upgradation And 

Maintenance Cost 
MI  I 

VM

I 
I MI  MI  I 

VM

I 

VM

I 
I 
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Abstract 

This paper analysed adoption of cloud computing in Higher Education Institutions (HEIs) in the context of 

a developing country. The study explored how context of HEIs in dimensions of technology, organisation 

and environmental may affect adoption of cloud computing. Technology, Organisation and Environment 

(TOE) was used as a theoretical lens in the study. Qualitative and quantitative data was used to analyse two 

cases of public HEIs in Malawi. The results showed that cloud computing could mitigate some of the 

challenges of HEIs. There were concerns of top management support, potential security risks and 

inadequate legal frameworks that may affect HEIs when adopting cloud computing. The HEIs were in the 

early stages for adopting cloud computing. The insights from the study highlight the opportunities and 

challenges that can inform managers when adopting cloud computing in HEIs. 

Keywords: Cloud computing; Higher Education Institutions; Technology Organisation Environment, 
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1. INTRODUCTION  

 

Higher Education Institutions (HEIs) are public or private organisations that provide programmes to 

individuals who have completed high school or secondary school and their programmes may include 

undergraduate and postgraduate courses; and training courses for skills development (Dunga, 2013; Hall & 

Thomas, 2005). HEIs focuses on teaching, learning and research. The HEIs have gained prominence in 

government development agendas because of their roles in supporting culture and socio-economic 

development (Cross & Adam, 2007; Sarkar, 2012). In addition, HEIs are supporting employment readiness 

and creation, business development and innovation, global competiveness and research which inform 

public policies and government decisions (Ercan, 2010; Sultan, 2010; Tashkandi & Al-Jabri, 2015). 

Consequently, the roles of HEIs have been aligned with government policies and programmes of 

developing countries (Kamei, 2015; Sarkar, 2012). 

Despite their crucial roles in supporting culture and socio-economic development, HEIs in developing 

countries operate under resources constrained environments that hinder effective delivery of their services 

(Gombachika & Kanjo, 2008; Mathew, 2012; Sarkar, 2012). Some of the challenges are lack of space to 

meet the high demand of higher education, limited teaching materials and resources such as books, journals 

and libraries, high administrative costs and difficulties in managing large population of learners against 

small number of high calibre teachers (Gital & Zambuk, 2011; Kanjo, 2008). At the same time, there is 

growing interest to invest ICTs in HEIs and to improve the delivery of services (Britto, 2012; Kamei, 2015; 

Sarkar, 2012). Cloud computing has emerged as a technology that can remedy some of the challenges in 

HEIs in developing countries (Kihara & Gichoya, 2014; Sultan, 2010). Hence, it is important to understand 

how prepared are the HEIs in developing countries to adopt cloud computing.  

There is a growing body of literature on cloud computing and the studies have focused on security 

requirements, future expectations and business models (Buyya, Yeo, Venugopa, Broberg & Brandic, 2009; 

Grossman et al., 2009; Misra & Mondal, 2010). Technology, organisation and environment factors for 

cloud computing have also been explored (Mircea & Andreescu, 2011; Tashkandi & Al-Jabri, 2015). 

However, the study supports the claim that adoption of cloud computing varies according contexts (Low, 

Chen & Wu, 2011). This implies that adoption in developed world (Europe, USA and Canada), where most 

of the studies on cloud computing have been conducted, may be different from developing countries. The 

context of developing countries has its own challenges that are different from developed countries.  Hence, 

there is a need to explore the adoption of cloud computing in the context of developing countries (Kshetri, 

2011). This study aim to contribute towards literature on cloud computing adoption studies in the context of 

developing countries.  

The study was guided by the research question: How do the context of HEIs in dimensions of technology, 

organisation and environment affect adoption of cloud computing? To answer this question, the study used 

technology, organisation and environment (TOE) framework as a theoretical lens to understand the context 

of HEIs in adoption of cloud computing (Low, Chen & Wu, 2011). TOE was considered appropriate 

because it can support a wider scope of understanding technology adoption and include organisational 

features and its external environment (Ghezzi, Rangone & Balocco, 2013). The case of Malawi was 

analysed because it represented a low-income economy in Africa (UNDP, 2014). The higher education 

subsector of the country is underdeveloped partly due to more focus on primary and secondary education. 

The government has revised the Education strategic plan to promote HEIs (Dunga, 2013). This presents an 

opportune time to assess preparedness of HEIs in adoption of information technologies. 

The rest of the document is structured as follows. Section 2 presents the background to the study. Section 3 

summarises the theoretical background to the study. Section 4 outlines the research methodology. Section 5 

presents the results of data analysis. Section 6 discusses the results and conclusions from the study. 
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2. BACKGRROUND TO THE STUDY  

2.1. Defining cloud computing 

 

Cloud computing is a style of computing in which massive scalable IT-related capabilities that are provided 

as a service to external structures using internet technologies (Ercan, 2010). Cloud computing as a 

technology is premised on the convergence of virtualisation, utility computing and software services which 

can be accessed via the Internet. The technology has led organisations to reconsider new ways of using IT 

resources in supporting their business processes. Organisations have the opportunity to utilise external 

providers and on-demand services using highly scalable infrastructure which is accessible over the Internet. 

In addition, the on-demand services can be accessed through shared computing resources such as networks, 

servers, storage, applications and services (Ercan, 2010; Khmelevsky & Voytenko, 2010). Cloud 

computing services can be categorised into Software as a Service (SaaS), Platform as a Service (PaaS) and 

Infrastructure as a Service (IaaS) (Low, Chen & Wu, 2011). Table 1 summarises the description of cloud 

computing services. 

Table 1: Summary of cloud computing services 

Service Description Examples 

SaaS Software applications are provided by the applications 

service providers as rental over the Internet. Organisations 

may save on  ICT infrastructure investment 

Salesforce.com CRM 

Google Apps 

Oracle Siebel 

Microsoft BPOS 

PaaS Virtual platform provides computing, database and storage 

functions over the Internet 

Google App Engine 

Microsoft Azure 

IaaS Organisations outsource IT infrastructure used for 

operations such as storage, hardware, servers, network 

components to a provider rather than running or maintaining 

the services in house 

Amazon.com AWS 

SunNetwork.com 

IBM Blue Cloud 

Verizon CaaS 

 

As summarised in Table 1, HEIs have options to select cloud computing services which meet their needs. 

Different from older models of computing, cloud computing meets the requirements such as elasticity, 

multi-tenancy, economics, abstraction, scalability and broad network access (Arasaratnam, 2011). HEIs 

have the opportunity to adopt different types of data and information cloud that suits their requirements. 

There are four types of deployment models of cloud computing: public, private, community and hybrid. In 

public cloud deployment, the IT services are hosted outside the organisation or IT department. In a private 

cloud, the IT services are deployed within the organisation but individual business units pay the IT 

department for using standardised services in line with change back mechanisms of the organisation. 

Community cloud model supports sharing of infrastructure among many organisations utilising the 
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networked IT resources and each organisation has specific shared goals and missions. Hybrid cloud 

consists of infrastructure which has two or more cloud e.g. public, private and community cloud 

(Arasaratnam, 2011; Mathew, 2012). 

2.2. Potential benefits and limitations of cloud computing 

Services for cloud computing may be suitable for HEIs and these may include cloud hosting, data storage, 

infrastructure and software services. HEIs may use virtual services hosted in a cloud e.g. email, contact list, 

calendars, file storage, sharing of documents and creating websites (Ercan, 2010; Mathew, 2012). The 

benefits of adopting cloud computing in context of HEIs  are better access to infrastructure and content (24 

hours and 7 days a week), pay as you go option for services, minimal cost on maintenance and upgrades, 

freeing up internal resources, improved reliability and flexibility (Low, Chen & Wu, 2011; Khmelevsky & 

Voytenko, 2010).  

There are also limitations of cloud computing and these include potential loss of control for IT services to 

the organisation, security challenges over data and applications, legal issues regarding jurisdiction of 

contract if services are located outside the country, issues of service level agreements, speed and internet 

infrastructure can also affect the services, organisational support and some applications may not run on 

cloud infrastructure and issues of intellectual property rights (Ercan, 2010; Low, Chen & Wu, 2011; 

Mathew, 2012). 

2.3. Cloud computing in HEIs of developing countries 

Developing countries are described as economies with constraints in resources and lacking basic 

infrastructure such as roads networks, electricity, access to clean water, schools, health facilities and have 

high levels unemployment (Malapile & Keengwe, 2014). Cloud computing may be perceived as an antidote 

to some of the problems of the   HEIs in developing countries. There is a growing body of literature that 

shows that HEIs in the context of African countries have started adopting cloud computing. For instance, 

National University of Rwanda and Kigali Institute of Education in Rwanda, University of Nairobi and 

Kenyan Methodist University in Kenya and University of Mauritius (Kihara & Gichoya, 2014; Sultan, 

2010). Similarly, Mero and Mwangoka (2014) noted the advantages and challenges of cloud computing in 

HEIs in Tanzania. A study conducted in South Africa highlight issues of security in the adoption of cloud 

computing in HEIs (van der Schyff & Krauss, 2014). Some of the cloud computing services that have been 

adopted in HEIs are Google Cloud services which include Gmail, Google Talk, Calendar, Google Docs and 

Google spreadsheets. The services are reducing IT costs and improving services in the organisations. 

Despite growing number of HEIs adopting cloud computing in developing countries, there is still need to 

understand contextual issues which may vary from country to country (Low, Chen & Wu, 2011; Kshetri, 

2011). The following section summarises the context of the study. 

2.4. HEIs in context of Malawi 

Higher Education Institutions (HEIs) in Malawi comprise of Universities, tertiary institutions and private 

institutions (Gombachika & Kanjo, 2008; Hall & Thomas, 2005). This study focused on universities as 

most of these use ICTs. The HEIs offer different programmes and some programmes require use of ICTs. 

The public universities are funded by government and also rely on funding from external sources e.g. 

private sector organisations and international development agencies. Private universities are financed 

independently from the government. Table 2 summarises the list of universities and areas of focus. 
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Table 2: Summary of universities in Malawi 

 

Type 

 

Name of University 

Year 

established 

 

Academic focus 

P
u

b
lic

 

University of Malawi 1965  

¶ Chancellor College 1965 Pure & social science 

¶ Malawi Polytechnic 1965 Applied science 

¶ Kamuzu College of Nursing 1979 Nursing 

¶ College of Medicine 1992 Medicine 

Bunda College of Agriculture/Lilongwe  

University of Agriculture & Natural Resources 

1965/2011 Agriculture & natural 

resources 

Mzuzu University 1998 Education 

Malawi University of Science and Technology 2012 Applied science 

P
ri
v
a

te
 

African Bible College 1988 Biblical studies 

Share world University 2001 Management 

Livingstonia University 2003 Education 

Catholic University 2005 Social science 

Blantyre International University 2008 Management 

Exploits University 2010 Management 

Adventist University 2011 Management 

Skyway University 2012 Management 

 

As illustrated in Table 2, the old universities in Malawi are public funded and form part of HEIs. The 

public universities focuses on diverse academic programmes which include pure and applied sciences. 

These programmes require advanced technologies for teaching and research. Hence, the public universities 

require more resources to investment in science programs. There has been an increase in private 

universities in the last 15 years. The private universities focuses on disciplines that do not require high 

investment in technologies. This partly explains the reasons why the country faces challenges of human 

capacity in science and technology disciplines because there are few private universities that are offering 

science programs (Dunga, 2013; Nampota, Thompson & Wikeley, 2009). 

 

2.5. Challenges for HEIs in Malawi 

HEIs in Malawi, like other HEIs in low-income status economies, are confronted with challenges resulting 

in poor quality of teaching, learning and limited research output. Some of the problems related to ICTs are 

inadequate bandwidth, lack of hardware and software resources, lack of IT strategies within the institutions, 

limited awareness of ICTs and skills among the members of the staff in the organisations (Gombachika & 

Kanjo, 2008). There are also socio-economic challenges in Malawi which indirectly affect the adoption and 

use of ICTs in HEIs. These are the poor economic performance which affects foreign direct investment, 
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weak internal management of systems and inappropriate governing structures within the institutions. 

Another challenge is the lack of power supply in rural areas, unreliable power supply (frequent blackouts) 

and vandalism of ICT infrastructure which affects operations of ICT services providers and users 

(Gombachika & Kanjo, 2008; Kanjo, 2008). 

Despite these challenges, the government of Malawi has interest to promoting the use of ICTs in HEIs 

(Dunga, 2013). The government through Ministry of Education, Science and Technology has developed the 

Higher education sector strategic plan (2008 to 2017) to develop HEIs in the country. The strategic plan 

outline addresses issues of technology in HEIs. The expectations of government is that ICT investments in 

the economic sectors including education may transform the country to become a knowledge and 

information based economy. The commitment of Government to promote ICTs in education is 

demonstrated in national ICT policy declarations. The policy advocates development of human capital and 

support use ICTs in education:  

ñICT shall be integrated in education system at all levels in order: to improve both 

access to and the quality of education, improve management of education system and 

improve ICT literacyò (National ICT policy, 2009:10) 

This implies that there is political will and commitment from government to promote the application and 

use of ICTs in education. The policy also supports the creation an environment that supports the application 

and use of ICTs in the economic sectors including education, telecommunications, finance and transport. 

Hence, national ICT policy may affect the development of external environment for the HEIs. The external 

environment of an organisation is important in adoption of new technologies (DôCosta-Alphonso & Lane, 

2010). 

3.  THEORETICAL BACKGROUND TO THE STUDY  

Technology adoption and diffusion studies can be categorised into technology and social shaping 

characteristics (Corrales & Westhoff, 2006). Technology Organisational Environment (TOE) emerged as a 

framework that addresses the limitations of explaining adoption and diffusion of innovation theories for 

technologies in organisations (Hsu, Kraemer & Dunkle, 2006; Low, Chen & Wu, 2011). TOE was 

developed to analyse IT adoption in organisations focusing technological, organisational and environmental 

contexts (Tornatzky & Fleischer, 1990). The three constructs are summarised subsequent subsections. 

 

3.1. Technological context 

Technological context is a combination of internal and external factors that affects an organisation in 

adopting new technologies (Hsu, Kraemer & Dunkle, 2006). The technological context also relates to the 

readiness of an organisation to adopt IT infrastructure in three perspectives: IT Technical infrastructure, IT 

human capability and IT managerial capability (Molla, Cooper & Pittayachawan, 2011). IT technical 

infrastructure includes networks, systems and applications that support cloud computing. It is crucial to 

consider the existing ICT infrastructure when adopting new technologies. Competent IT human resources 

are vital for implementation and supporting of cloud computing (Wang, Fu & Duan, 2011). In addition, 

relative advantages may influence the adoption of new technologies. In this context, relative advantages are 

the perceived benefits that may be derived from the adoption of technology e.g. cloud computing in HEIs 

(Sultan, 2010). In some cases, organisations may not be able to adopt and implement new technologies due 

to the complexity of technology. This may be attributed to lack of confidence in using the new technologies 

(Buyya et al., 2009). 

3.2. Organisation context 

Organisational context are factors regarding the organisation in terms of size, scope, formalisation, 

centralisation, management structure and skills for personnel (Low, Chen & Wu, 2011; Tornatzky & 

Fleischer, 1990). Top management is crucial in supporting the adoption of new technologies and providing 
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vision and commitment (Wang, Fu & Duan, 2011). Management is also responsible for approval of the 

investment in new technologies and ensures that other resources are available in using the new 

technologies. The size of the organisation may also have an influence on the adoption of new technologies. 

For instance, large organisations are flexible and able to take risks in adopting new technologies (Pan & 

Jang, 2008). Human resources with competent skills to implement and use new technologies are vital for 

the success of new technologies in an organisation. 

3.3. Environmental context 

Environmental context concentrates on the context of the organisation in relation to industry, its 

competitors and government policy and vision (Low, Chen & Wu, 2011). Technology often changes 

resulting in organisations to adopt new technologies to remain competitive. Competition with rival 

organisations may also lead to an organisation to consider adoption of new technologies. For instance, 

adoption of cloud computing offers the opportunity for the organisation to understand its environment 

(Misra & Mondal, 2010). Organisations that rely on other firms may also consider the need to adopt new 

technologies as a way for dealing with pressure from the partner firms (Chong & Ooi, 2008). 

TOE framework (Low, Chen & Wu, 2011) can be used to examine adoption of cloud computing in HEIs in 

the context of developing countries. The framework has constructs that may explain context issues that may 

affect adoption of cloud computing in HEIs. However, the framework does not address the issues related to 

the role of government and regulations. The government is vital in supporting the introduction of new 

technologies and ensuring that regulations are put in place to protect the consumers and organisations 

(DôCosta-Alphonso & Lane, 2010). 

Table 3:  Summary of TOE framework (DôCosta-Alphonso & Lane, 2010) 

Context 

Technology Organisational Environment 

¶ Relative advantage ¶ Management support ¶ Competition 

¶ Complexity ¶ Organisation size ¶ Pressure from partners 

¶ Compatibility ¶ Technology readiness ¶ Regulatory compliance 

 

As summarised in Table 3, the role of government and regulations under regulatory compliance is 

suggested in the framework. Governments in developing countries may lead in attracting direct foreign 

investment of ICT infrastructure. In addition, the government may facilitate the enactment of laws that 

support the implementation of new technologies and protect the interests of organisations and consumers 

(Gholami, Lee, & Heshmati, 2006). 

3.4. Levels of technology adoption 

Cloud computing, like any another technological innovation, undergoes through a set of stages for maturity 

(Rogers, 1995). The diffusion of innovation curve may be used to explain the maturity level of cloud 

computing over a period of time in organisations. The diffusion of innovation curve has five stages namely: 

innovators, early adopters, early majority, late majority and laggards (Moore & Benbasat, 1991; Rogers, 

1995). These are summarised as follows: 

¶ Innovators: organisations or people who are interested in the technology and have positive attitude 

towards the new technology 

¶ Early adopters: organisations or people with interest in the new technology and are willing to take 

risks in adopting the new technology 

¶ Early majority: majority of organisations and people who are pragmatists and focus on the process 

model for the new technology 
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¶ Late majority: organisations or people with more or less sceptical on the new technology and have 

negative attitudes towards the new technology 

¶ Laggards: organisations or people with extreme negative attitudes towards the new technology and 

often do not think of adopting the new technology like the mainstream. 

It is necessary to note that the different levels of adoption for cloud computing in the context of HEIs. The 

adoption levels are not the same especially in the context of developing countries where cloud computing is 

relatively new (Sultan, 2010). Understanding of the maturity level may also support top management and 

IT managers to select appropriate services of cloud computing in the HEIs. IT Managers may understand 

the innovation phases in which the new technology will take and plan for change management.  

4. RESEARCH METHODOLOGY  

4.1. Research approach 

The study was exploratory in nature with the aim of gaining an understanding of context of HEIs in 

adoption of cloud computing. Cloud computing was a relatively new in the context of HEIs in Malawi. The 

study employed case study ñto generate an in-depth, multi-faced understanding of complex issues in its 

real-life contextò (Crowe et al., 2011). Case study approach was appropriate because it supported 

understanding of cloud computing adoption in context of HEIs through the meaning that participants 

assigned to technical, organisation and environment factors (Walsham, 1995). Two HEIs were analysed to 

compare their settings in preparedness of adopting cloud computing. Common and contrasting patterns in 

data related to technology, organisation and environment were highlighted (Baxter & Jack, 2008). 

4.2.  Data collection and analysis 

Case study approach supported multiple data collection of secondary data. Qualitative and partly 

quantitative data was collected for the study (Yin, 2003). Open-ended questionnaires were used to collect 

data on the factors that may influence adoption of cloud computing. Purposeful sampling was used to select 

the respondents for the study. The 15 HEIs (recall Table 2) were requested to participate in the study and 

only two were willing to participate in the study. The IT Managers from the two HEIs responded to the 

open-ended questionnaires to elicit their views on adoption of cloud computing in their organisations. The 

author also corresponded with the participants via email as a follow for the questionnaires. In addition, 

reports on the ICT context for the country were sourced from websites from international development 

organisations and policy documents from the two organisations were used. The multiple sources of data 

were used due to the limited number of respondents to the study and to supplement the data for the study 

(Palinkas et al., 2013; Sandelowski, 1995). Table 4 summarises the documents that were used in the study. 

Table 4: Summary of documents analysed in the study 

Document Description ID  

Malawi National ICT policy 

(2009) 

Government of Malawi vision and mission on ICT 

development and Education 

DOC-1 

E-Readiness Index Report (2014) Details on indicators for assessing how the country is 

ready to adopt and use ICTs 

DOC-2 

HEI  Reforms Report (1995) Historical background of the public universities  DOC-3 

HEI Strategic Plan 2012-2017 

(2012) 

Development plans of public funded universities DOC-4 
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Data from the open-ended questionnaires and reports was analysed using thematic analysis (Braun & 

Clarke, 2006). The two sets of data of data were compared to validate the opinions presented the open-

ended questionnaires. The following steps were used in the analysis of the qualitative data: 

¶ Familiarisation with data: reading and re-reading of data to note the ideas 

¶ Generating initial codes: reading and noting interesting features of the data as codes 

¶ Searching for themes: collating themes in the data that is relevant to each code 

¶ Reviewing themes: checking themes if they correspond to categories 

¶ Defining and naming themes: refining themes to come up with a story line 

¶ Producing a report: writing the report and highlighting extracts from the data to answer the research 

questions and objectives 

The process was iterative and data qualitative software (Atlas.ti version 7) was used to manage the data. 

Member checking was applied to validate the results. An experienced researcher checked the summary of 

the results of data analysis. 

4.3. Profile of the cases 

The study compared to two cases of HEIs and are represented as HEI-1 and HEI-2. At the time of the 

study, HEI-1 had a population between 2,500 to 3,000 IT users while HEI-2 had 2,000 to 25000 IT users. 

Both institutions have IT Departments responsible for IT services for the organisations. The responsibilities 

for the departments include maintaining hardware and software, supporting IT services users: academic 

staff, learners and administrative staff. The IT Department for HEI-2 also provides services in computer 

training, website development and hosting and enterprise systems development to organisations outside the 

organisation. 

 

5. SUMMARY OF RESULTS 

This section presents the finding of the data analysis. The results are presented beginning with results of 

technological context, followed by organisation context and environmental context of cloud adoption. 

5.1. Technological context 

The level of technology development of a country relates to technology adoption in HEIs. The participants 

indicated their opinions on the technological development of the country as an environment in which their 

institutions were operating. The focus was on adoption of cloud computing in their organisations. This was 

assessed based on a Likert scale of 1 to 7 (See Figure 1). The respondents were also asked to elaborate on 

their choices. Respondent of HEI-1 selected preferences that indicated the country had strength in areas of 

internet connectivity, IT labour market, political stability and services of network providers.  

As illustrated in Figure 1, laws and government policies were perceived as average, and participation in e-

Government was considered low. Respondent of HEI-2 chose the preferences that highlighted average IT 

labour market and participation in laws and government policies were perceived average. Political stability 

was neutral while participation in e-Government was perceived to be average. There were differences in 

perceptions on Internet connectivity and services for network providers were low.  
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Figure 1: Summary perception on environment for cloud computing 

The results from the two HEIs showed considerable variations. The results were compared with the e-

Readiness index rankings (See Figure 2). The score for laws and government policies were similar with the 

value for the political and regulatory environment.  

 

 

 

Figure 2: e-Readiness Index score for Malawi (Global IT Report, 2014) 
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Although the results for the e-Readiness index may reflect the results the country as a whole, they may 

highlight to some extent the environment in which HEIs operate in relation to cloud computing adoption. 

Other areas that were relevant to cloud computing adoption in e-Readiness index are business and 

innovation environment, skills, business usage of IT and economic impact which were relatedly low as 

compared to the average of other low-income countries.  

 

5.1.1. Approach to cloud computing 

The three modes of cloud computing can be applied to HEIs depending on the needs of the institutions. The 

respondents chose the approach of cloud computing which they perceived to be suitable for their 

organisation. The Respondent of HEI-1 indicated that PaaS was suitable for the organisation. In following 

up the reasons for the selecting PaaS, the respondent highlighted that the option of PaaS had advantages for 

effective management of hardware and software: 

ñAs IT platforms are always changing this would be automatic for us. We will not 

struggle to procure machines and software to suit the new environmentò (HEI-RESP-

1). 

As indicated in the statement, the respondent perceived using PaaS approach the organisation may save on 

acquiring new hardware and software when there are changes to the organisationôs IT services. This was 

consistent with the challenges of the cost for acquiring ICT highlighted in the plans for the public funded 

HEIs: ñExpensive ICT equipment and support servicesò (DOC-4). This implies that cost was one of the 

factors that may be considered when adopting new technologies. The respondent of HEI-2 selected IaaS as 

suitable for their organisation and the main reason for selecting this approach was easy management of 

services: ñ(é) it would be so much easier if the whole infrastructure is offered as a cloud serviceò (HEI-

RESP-2). Table 5 summarises the approaches to cloud computing for the two organisations.  

Table 5: Summary of preferred approaches to Cloud computing for HEI 

 

Approach to Cloud computing HEI -1 HEI -2 

Software as  service (SaaS)   

Infrastructure as a service (IaaS)  V 

Platform as a service (PaaS) V  

 

It was perceived that Platform as a service was suitable for HEI-1 while Infrastructure as a service was 

appropriate for HEI-2. The differences in the preferences of the approaches may be attributed to the IT 

services needs for the organisations. The approaches to cloud computing also determine the type of IT 

services that could be deployed in the organisations. IT services for storage, networks and hardware are 

related to the approaches for cloud computing and could be acquired on demand. From the responses, it 

was clear that the approaches to cloud computing may depend on the benefits that HEIs may derive from 

the services in each approach.  
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5.1.2. Models for cloud computing 

Cloud computing can be deployed using private, public, community and hybrid cloud models. The 

respondents selected the type of deployment model of cloud computing which could be suitable for their 

organisations. The respondent of HEI-1 indicated that hybrid approach was more suitable for the 

organisation because ñit should also give me a chance to do my own things while getting along with othersò 

(HEI-RESP-1). Similarly, the respondent of HEI-2 selected hybrid approach in the deployment of cloud 

computing for the organisation: ñno harm in having a private cloud and public cloud for various functionsò 

(HEI-RESP-2). The hybrid model was perceived to provide flexibility in combining the features for private 

and public cloud. 

5.2. Organisational context 

Management plays an important role in the adoption of new technologies in an organisation. The 

respondents were asked to describe the perceptions of top management support in the adoption of cloud 

computing. The respondent of HEI-1 stated that there was limited support for adoption of cloud computing 

and that it may fail as noted in the following statement: ñvery little support with an expectation that it will 

fail and they will prove a point itôs not worth itò (HEI-RESP-1).  This implied that management in the 

organisations were not ready to support adoption of cloud computing. Some of the reasons for the may be 

issues of awareness of cloud computing as noted by the IT manager for HEI-2 in the following statement: 

ñnot many know about cloud computingò (HEI-RESP-1). This was consistent with the challenges outlined 

in the strategic plans for public funded universities (See Table 6). This may mean that top management 

supporting is crucial in adoption of new technologies in HEIs. 

Table 6: Summary of Themes for organisational challenges 

Challenges for ICTs Sub-theme Examples of statements 

Human capacity  IT skills of users ñLimited IT skills among some staff members and 

studentsò (DOC-4) 

ñUnder developed research and development 

capacity in ICTò (DOC-1) 

Management Priority on ICT ñLack of prioritization in equipping colleges with 

ICT technologiesò (DOC-4) 

ñPrioritise ICT technologies at colleges levelò 

(DOC-4) 

 

In attempting to overcome the challenges for awareness, it emerged that there was need for advocating 

cloud computing within the organisations: ñWe still need to advocate it and let people know what cloud 

computing is. Once that is done and are oriented they will reap the fruitsò (HEI-RESP-1). This meant those 

with knowledge on new technologies could share their knowledge with those in management e.g. IT 

managers orienting management on new technologies. 

Another important factor in the adoption of new technologies in the organisation is skilled staff to 

implement and support the new technologies. It was noted that the available skills were low to medium in 

the context of HEI-2 which confirmed the need for IT skills development outlined in the strategic plan of 

public HEIs: ñRegularly train staff and students in ICT usage in various software applicationsò (DOC-4). It 

was highlighted that HEI-1 had already adopted cloud computing and had some skills in cloud computing. 

There were differences in IT skills on cloud computing in the organisations and it was necessary to 

consider the IT skills when adopting cloud computing. 
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The size of the organisations can affect the adoption of cloud computing. The two organisations were ideal 

to adopt cloud computing because they had a large number of users for IT services. For instance, the 

population of IT users in HEI-1 was between 2,500 and 3,000 while in HEI-2 was between 2,000 and 

2,500. Cloud computing could support the IT Departments of HEIs in delivering IT services that would 

address the needs of the IT users. 

The participants were asked to indicate the benefits that may be obtained from adopting cloud computing in 

their organisations. The respondent of HEI-1 stated that the organisation has adopted cloud computing and 

some of the benefits were easy management of IT services such as e-mail: 

ñWe are already on cloud computing and our systems is no longer belaboured as it 

used to be. We surrendered our emails and web pages to Google. Life is easier todayò 

(HEI-RESP-1). 

The e-mail services which used to be named in-house were now hosted on an external cloud computing 

service. The changes that the e-mail services were being hosted outside the organisation on a cloud 

surprised the IT users and had reduced the workload for managing the e-mail services for the IT 

Department as noted in the following statement: ñIt is just starting and seems strange to many people. 

However, queries have reduced by 90% and life seems very easyò (HEI-RESP-1). 

Similarly, the respondent of HEI-2 observed that there were potential benefits that may be obtained from 

cloud computing for the organisation. One of the perceived benefits would be improvement in management 

of IT services:  

ñManagement of IT would be so much easier. However, we may lose the expertise of 

managing various software and systems locallyò (HEI-RESP-2). 

As indicated in the statement, there were also factors that would affect the organisation such as loss 

expertise in management certain IT services. This implies that adoption of cloud computing was beneficial 

but there were also perceptions for negative implications to the organisations: 

ñMind-set of people. The majority think negatively and could feel cloud computing is 

there to eavesdrop on them. I just wish they had knownò (HEI-RESP-1). 

ñBandwidth ï very slow, expensive and unreliableò (HEI-RESP-2). 

Other potential challenges that were noted included issues of slow and expensive bandwidth, negative 

attitudes towards cloud computing and security concerns. It was necessary to consider the benefits and 

challenges of cloud computing before adopting the technology. 

5.3. Environmental context 

Regarding the environment of higher education sector competitiveness and the potential effect of adoption 

of cloud computing, respondents perceived that through adoption of cloud computing their organisations 

may be competitive as noted in the following statement: ñRelevant cloud applications and systems may 

facilitate the process of developing our operations to be at par with global best practicesò (HEI-RESP-2). 

It was also perceived that the organisations may use systems similar to other institutions: ñwith cloud 

computing etc. our organisation may have software services that are at par with other leading institutionsò 

(HEI-RESP-2). The statement imply that the organisation may be competitive with other institutions that 

were considered advanced in the higher education sector. The respondent of HEI-1 acknowledged that the 

organisation was in the early stages of adopting cloud computing but were optimistic of improving: ñWe 

are still very far but we will reach thereò (HEI-RESP-1). The organisations were aware of the changes in 

their environment and willing to embrace the change. The change was not immediate but over a period of 

time. 
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Regulations set by the government may affect the environment for the adoption of cloud computing in 

organisations. The respondents were asked on their perceptions on the role of government in supporting an 

environment for the adoption of cloud computing. It was noted that the government should facilitate the 

reduction in cost of bandwidth and reliability of services as these were the major constraints limiting 

adoption of cloud computing in HEIs. The respondent of HEI-2 perceived that government should: 

ñFacilitate the reduction of prices for bandwidth and facilitate the implementation of reliable bandwidth 

providersò (HEI-RESP-2). 

Similarly, the respondent of HEI-2 noted the concerns on the role of government on its role in supporting 

adoption new technologies. There were doubts on the active role of government in supporting cloud 

computing: 

ñThis is a dream. Government are slow and implement things which are phased out. 

They should wake up and move with time. What a country which does not have even 

an IT policy? Can such government have anything to do with cloud computingò (HEI-

RESP-1). 

The government policy declarations highlighted that: ñICT shall be integrated in the education systems at 

all levels in order to improve both the access to and the quality of education, improve management of 

education systems and improve ICT literacyò (DOC-1). This meant that there was, to some extent, political 

commitment from government to improve the environment of ICTs in HEIs. However, there was limited 

engagement with the HEIs despite considering the organisations in the national ICT policy process:  

 ñAcademic institutions at all levels will play a very strategic role in the 

implementation of ICT policy. In particular, they will be involved in all educational 

matters related to teaching, research and development facilitated by and facilitating 

ICT in relevant fieldsò (DOC-1). 

This implies that there were challenges of translating national ICT policy declarations into programmes and 

processes related to ICTs in HEIs. The government showed political will to support the development of 

ICT in HEIs through the policy which had implications in the external environment of HEIs. However, 

there is limited progress in the development and implementation of the national ICT policy. ICTs had 

evolved and there was a need for government to revise the policy to address the emerging issues as a result 

of new technologies. The process required engagement and input from policy stakeholders including 

representatives from the HEIs. 

6. DISCUSSION AND CONCLUSION 

The study attempted to answer the research question: How do the context of HEIs in dimensions of 

technology, organisation and environment affect adoption of cloud computing? The results showed that 

technology, organisation and environmental factors may affect adoption of cloud computing in HEIs. 

Technology factors such as internet services, network operators and availability of skills to support the new 

technologies may affect HEIs in adopting cloud computing. The results highlighted that to the environment 

of country had limitations that could support the standards for could computing. For example, the inability 

to operating ICT infrastructure and services 24 hours for the providers of cloud computing. The high cost 

of bandwidth and unreliable supply of electricity may inhibit HEIs to adopt cloud computing to support 

their services. The government was important in overcoming the challenges of high cost of services and 

ensuring standards of services. 

The results showed that organisational factors such as top management support and IT skills could also 

affect the adoption of cloud computing in HEIs. There was lack of awareness of cloud computing among 

the members of top management. This may be attributed to lack of knowledge on cloud computing since 

most members of top management may not be well versed with IT technical knowledge (Hsu, Kraemer & 

Dunkle, 2006). From the results, it can be suggested that members of top management in HEIs should be 
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sensitised on potential benefits and limitations of new technologies. Top management support is crucial in 

providing resources for adopting new technologies in HEIs (Low, Chen & Wu, 2011). 

Environmental factors that may affect HEIs in adopting cloud computing were mainly high cost of 

bandwidth. The participants perceived that government could support reduction of bandwidth cost. Part of 

the reasons for the high cost of ICT services was lack of ICT infrastructure. The national ICT policy 

proposed investment in ICT infrastructure of the country. Interestingly, the policy declarations indicated the 

need for supporting adoption of technologies in education. However, implementation of the policies was 

problematic. The results were consistent with similar studies that have highlighted policy issues in cloud 

computing adoption (Katz, Goldstein & Yanosky, 2010; Sultan, 2010; Tashkandi & Al-Jabri, 2015). Katz 

et al. (2010) highlight issues of lack of institutional executive support, security concerns and regulatory 

issues. Similarly, Mircea (2010) noted the potential for supporting learning and teaching in using cloud 

computing, increased functional capabilities, risk of protection and data security and lack of trust in the 

new technology. Sultan (2010) highlight similar potential befits and challenges for cloud computing for 

HEI in Africa and Europe. From the results it is clear that cloud computing has both advantages and 

limitations and that the decision in adoption cloud computing should consider the potential benefits and 

limitations (Katz et al., 2010; Mircea, 2010). Managers should also device means on how the potentials 

risks associated with cloud computing can be mitigated. 

Drawing from diffusion of innovation (Rogers, 1995), cloud computing for HEIs in Malawi was in the 

early stages. For instance, HEI-1 had adopted cloud computing for its email and webhosting systems. 

However, top management had perceptions that cloud computing would fail. Part of the reasons was lack of 

awareness of the benefits and limitations of cloud computing. According to diffusion of innovation (Moore 

& Benbasat, 1991) laggards have negative attitude towards new technologies. In contrast, HEI-2 had not 

yet adopted cloud computing and not many members of top management new about cloud computing. 

However, the IT Manager the perceived that cloud computing could support the organisation to achieve 

global best practices. To some extent, the cases showed that the two HEIs were in the early stages of 

adoption where people or organisations are willing to take risks in adopting the new technology (Moore & 

Benbasat, 1991; Rogers, 1995). 

The study is cautious on making generalisations to the wider population of HEIs (Seddon & Scheepers, 

2015). The study recognises the limitation for the number of participants to the study. Secondary data was 

used in the study to verify and supplement the primary data from the participants. The contribution of the 

study is the insights on the context of HEIs when adopting cloud computing (Lee & Baskerville, 2003; 

Walsham, 1995). The insights focused on technology, organisational and environment context of HEIs. A 

further, study is recommended to include a large sample. 

The study suggests the following recommendations for practice: (i) awareness of cloud computing for top 

management and users to promote buy-in of cloud computing in HEIs (ii) awareness of benefits and the 

limitations of cloud computing in HEIs such as security and how to remedy the challenges (iii) promoting 

implementation of government ICT policies to support adoption of new technologies through advocacy and 

lobbying to the policy makers. 
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Abstract 

 

This paper presents techniques for discovery of event hierarchies in event streams. Event discovery 

is about  recognition  of low  level events; their  relationships  and how they  combine to  cause a 

composite event. The challenge is that  the occurrence time of a composite event, the identity of 

the low level events, the number of the low level events, and relationship are not known in 

advance. We start  by identifying a set of ócandidate eventsô that  lead to a given composite event. 

We then filter  the candidate events to establish the actual events that  lead to the composite event.  

Then a causal relationship  between the filtered  low level events is discovered.  The causal relation  

among the  events allows generation  of a hierarchical  structure  that  shows the  composition  

structure between low level events and the composite event.  We rely on domain experts and 

literature to identify the initial set of low level candidate events. To filter  candidate events, we 

use a historical event stream. We develop an approach based on heuristics and similarity measures 

to identify  the structural relations between low level events and composite event. The discovered 

structure  of the events is then validated  using domain experts.  The approach was developed 

using a case study of financial  crisis with  the historical  news corpus archived by major news 

networks, particularly CNN as the event stream. 
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1. INTRODUCTION  
 

Complex Event Processing (CEP) is a set of technologies [Luckham 2003; Margara and Cugola 2011] 

that allow incremental  processing of information as it arrives in order to identify  high level situations 

of interest or composite events, starting from low level primitive  event  notifications.  Composite 

events are specified through user-defined queries, or rules, which express how to select, manipulate, and 

combine primitive events. The rules define composite events starting from patterns of primitive ones, 

involving content- based and temporal constraints. CEP is an importance technology as it allows 

just-in-time detection of undesirable situations or seize opportunities as they arise. 

Complex event processing  [Luckham 2003] has been positioned  as a means to detect known event 

patterns of low level events. However, in some  cases the low level events that  lead to high-level 

composite events are not known in advance. At the same time, the low level events occur with little or 

no context that directly relates them to the composite events they influence. The challenge is that 

to define rules and queries for a given composite event, the underlying low level events must be 

known in advance. Even in situations where the composite event can be detected as a whole by 

observing its effects or symptoms, a better understanding of the composite event can greatly be 

enhanced by studying the underlying causes and events.  However this is inhibited by the missing 
 
 

knowledge about the underlying low level events and their relationships. 

In a typical environment, there are many events generated both externally and internally from different 

layers of the organisation. A specific event occurrence is associated with a small set of the total events that 

are actually occurring and being detected. The low level events bubble through the different layers and 

combine in different ways to bring about the larger event. When many events occur from different sources, 

it is hard to make sense out of such individual occurrences [Luckham 2003].  One common approach is the 

use of event  abstractions [Cuny et al. 1993; Kunz 1993a; 1993b; Luckham 2003] as a means of 

simplifying complexity and understanding of different appli- cations. Event abstractions group sets of 

events into higher level events [Kunz 1993a]. Displaying information at various levels of abstraction 

enhances the subjectsô ability to diagnose various types of events [Vicente 1990]. These abstractions have 

revealed many problems that  could limit  the operations of a given organisation. To take advantage of 

abstractions there is need for a systematic approach to detect or discover relevant abstractions both as 

primitive and/or as hierarchies that may be useful in understanding the given composite event. To predict or 

understand the occurrence of such situations, there is need to monitor low level events. However, the 

smaller events do not occur in isolation but happen alongside other irrelevant  events or remotely related 

events. The collection of all events is called the global event cloud  [Luckham 2003]. The events 

relevant  to a given main event is a subset of the event cloud. For instance, the occurrence of the 

economic crisis [Driscoll et  al. 2003; Joh 2003] is reported to have been a combination of events such 

as poor governance systems, weak legal environments,  pressure from treasury departments, austerity imposed 

on governments in order to receive aid, among others. 

 

The underlying question is :ñGiven the occurrence of a main event, what are the underlying low level 

events? and what is the relationship between the low level events?ò Figure 1 is an illustrations of the steps 

involved in event discovery. Starting from the event cloud, the first task is to identify the possible 

candidate events that relate to a specific main event of interest. The candidate events are then filtered to 

generate the set of actual sub events for a given event.  The last task  is to determine any causal 

dependences among the sub events. The causal dependences are then used to construct an event hierarchy. 
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Fig. 1.   Steps in Discovery of Event 

Hierarchies 

 

Our approach was developed using a case study of financial crisis [Driscoll et al. 2003; Joh 2003]. However 

because of lack of availability of datasets, we rely on the news and articles published about financial crisis. It 

has been noted that more articles are published about a given event around the peak of its occurrence.  The 

unstructured nature of the news articles, allows our techniques to be applied to many scenarios where events 

pass unnoticed in unstructured documents such as corporate emails, minutes of meetings, memos, phone logs 

and many others. For this case study, we sample more than 80000 news articles from 2001 to 2011 and by 

application of similarity techniques, we are able to filter the most relevant low level events as well as detect 

the occurrence time of the low level events. The rest of the paper is organised as follows: related work is 

discussed in Section 2 while Section 4 describes the process of event identification.  In Section 5, we present 

the event detection approach and we show how to build causal relationships in Section 6. In Section 7 we 

validate the model followed by a conclusion in Section 8. 

 

2. RELATEDWORK  

The most closely related work is that  on Detecting and Tracking of News Events[Allan et al. 

1998; Nallapati et al. 2004; Radev et al. 2005; Yang et al. 1999]. In [Allan et al. 1998] a total of 

15,863 chronologically ordered stories spanning 1st July 1994 to 30 June 1995. Half of the stories 

were randomly sampled from Reuters articles; the rest from CNN broadcasts that were manually 

transcribed by the Journal of Graphics Institute.  In their approach they started with a total  of 

25 manually identified events under the TDT1 corpus. Their main focus was to detect which news 

stories related to one of the 25 events.  Two tasks in event detection are identified.  Retrospective 

detection that discovers previously unidentified events in chronologically ordered documents. On- line 

detection which identifies the onset of new events from li ve news feeds. The approach used is based on 

the conventional Information Retrieval approaches, particularly vector-space model [Soucy and Mineau 

2005] for Retrospective  detection and k-nearest neighbour  (kNN)[Cunningham and Delany 2007] for 

on-line event detection. The work stops at detection of individual events and does not aim at 

determining causal dependences among the detected events. 

 

In  [Nallapati et al. 2004], approaches for clustering stories into events and constructing depen- 

dencies among them were suggested. They developed a time-decay  based clustering approach that takes 

advantage of temporal localization of news stories on the same event  and showed that  it performs 

significantly better than the baseline approach based on cosine similarity.   Some events however, 

affect the entire globe and thus attaching location to them does not help much.  For instance, the 

financial crisis of 2008/2009 affected the entire globe and is generally referred to as the global 

financial crisis. Events that caused the crisis came from different places [Hellwig 2008; Mitton  

2002; Obstfeld et al. 2009] but affected other places as well making location irrelevant in this case. 

There is a need to define events with features other than their locations. 

 

Li  et al. [2005] proposes a probabilistic model that incorporates both time and content in a unified 

framework. This model gives new representations of both news articles and events. Furthermore, based 

on this approach, an interactive RED system, HISCOVERY, which provides additional func- tions to 

present events is built.  Whereas they provide an algorithm to represent news articles and their events, 

they do not discover the sub-events that relate to a particular event. 
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3.CASE STUDY 

The financial domain, in particular the 2008/2009 financial crisis [Crotty  2009], was used as the case 

study for the research.  Here we highlight key literature on financial crisis as part of our case study. 

The term financial crisis is used in a wide variety of contexts to refer to a situation where, for some 

reason or other, an institution  or institutions  lose a huge part of their value. Financial crises are a 

common occurrence in the world today especially in specific sectors of the economy. A financial crisis 

can hit a single sector of an economy and not necessarily affect the other sectors. 

The causes of a financial crisis vary with  the type  of crisis.  Although many economists have come 

up with causes of financial crises, there is hardly a consensus between economists on these causes.  

This is partly because the different perspectives of economics sometimes rival each other, and partly 

because perhaps every financial crisis is peculiar to itself. Figure 2 shows the different types of crises 

that have been occurring. 
 
 
 
 
 

Fig. 2.   Timeline  of different financial crises (Adopted 

from   [search ]) 
 
 

According to IMF   [Claessens and Kose 2013], a financial crisis is often associated with  one or 

more of the following phenomenon: substantial changes in credit volume and asset prices; severe 

disruptions in financial intermediation and the supply of external financing to various actors in 

the economy; large scale balance sheet problems; and large scale government  support.  As such, 

financial crises are typically multidimensional events and can be hard to characterize using a single 

indicator. 

The financial crisis of 2008/2009 is the most recent and has spread throughout the world as shown in 

figure 3. This crisis originated in the US and spread to the different parts of the world primarily 

through declines in trade  [Crotty  2009] 
 
 

 

 

Fig. 3.   Timeline  of 2008/2009 financial crisis [Adopted  from   

[Steiner 2013]] 
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As a case study, the problem can be re-formulated as follows: 
 
Given the occurrence of the 2008/9 financial crisis, what are the underlying sub-events the led to its 

occurrence? What is the ordering and relationship among these sub-events? 

 

4.EVENT IDENTIFICATION  

To discover the underlying events of a given composite event, we needed to start with an initial set. We 

call this set the ócandidate eventsô. The process of assigning members to this set is called event 

identification. This process will  vary for different domains. Here we used domain experts and literature 

review to formulate the initial  set. 
 

Working with our case study, events in table I were identified as the leading causes of the 2008/9 

financial crisis. The results in the table are based on the review of the existing literature on the 

causes of the financial crisis and the results of the questionnaire that was used in the survey with 

domain experts. The events here represent a multitude  of events that led to the financial crisis. The 

related events were grouped under one event. 
 

 

Table I.    Table showing the queries and their  keywords  
Event Keywords 
Housing Prices bad loans, fore closure, 

mort- 

gage,  sub-prime   loan,   

house price Risk  management  
fail- 

ure 

investment,  risks,  
regulations, 

capital allocation,  bankrupt Financial  innovation risks, product  invention,  
spec- 

ulation,  loan Government policies regulations,   banks,  
deregula- 

tion,  policies Over-leverage borrowing,  investment, 
specu- 

lation,  bankrupt  
 

 

5.   EVENT DETECTION  

Event detection is about observing an event to assign a timestamp. A financial crisis and associated low-

level  events happen over time,  they have the start  time and end time.   To determine the 

occurrence time of the event, we used the news database. In the case  of the 2008/9 financial 

crisis, for each news article we searched for a set of keys that relate to the event description.  The 

search keys were extended to include synonyms for the event description. Table I shows the event 

description alongside associated synonyms. 

 

The detection of an event was based on the premise that the occurrence of an event is always 

associated with a burst of features [Fung et al. 2007] where some features appear frequently when the 

event emerges and their frequencies drop when the event fades away. It was thus assumed that bouts of 

articles will  be concentrated  around the occurrence time of the event. Considering that financial 

information is normally given quarterly, that is in blocks of three months, the occurrence of an event 

was modeled over an interval of three months around the period where there is burst of news articles 

about an event. 

 

Therefore an event e is defined over a time interval t = [t0 , t1 ], where t is the interval over which that  

event happened, t0  is the start time of the event and t1  is the end time of the event.  The 

functions t0 (e) and t1 (e) denote the start time and end time of event e respectively. A plot of the 
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percentage of documents against the publication date was used to extract the values of t0 and t1 . The 

graph generated for housing crisis is presented in Figure 4. 

 

From Figure 4, and the other figures generated for the other events, the timestamps are sum- marised 

in Table II. 

 

6.  DETERMINING CAUSAL RELATIONSAND HIERARCHY  

To establish the  dependency or causality among the events, we used an event  model similar to 

[Nallapati et al. 2004] as M  = (e, E) to be a tuple of the set of events and a set of dependencies. 
 

 

 

Fig. 4.   Graph on 

housing prices 
 
 

Table II.   The timestamps of the events as read 

from the graphs  
Event Timestamp 
Housing crisis 

Risk management 

Financial  

innovation 

Government 

policies Over-

Leverage 

Dec 2007 - Feb 
2008 

Dec 2009 - Feb 

2010 

Dec 2008 - Feb 

2009 

Dec 2010 - Feb 

2011 

Dec 2007 - Feb 

2008 

 

M  can be seen as a directed graph with  an edge on the graph if  (eu , ev ) ᶰ  E.  While the exis- 

tence of an edge itself represents relatedness of two events, the direction could imply causality or 

temporal-ordering. Causal dependency means that the occurrence of event ev  is related to and is a 

consequence of the occurrence of event eu . 

 

To establish the relation between any pair of events eu and ev , we applied a specialised similarity 

technique between the keywords of eu  and the documents of ev  . For ease of exposition, we define 

the following:- 
 

ðSyno(eu ): the set of all keywords that are synonymous with event eu . 

ðD = {d1 , · · · , dn }: the set of all news articles. 

ðDoc(eu ) = (Syno(eu ), D):  the set of documents obtained after querying the set D with the the 

list of synonyms Syno(eu ).  Sim(Syno(eu ), D) is a similarity  function that takes the average of 

Jaccard and Cosine similarity techniques and returns a value between 0 and 1 which helps to 
filter the related documents from those that are not related to the query. 

ðOcc(eu , ev ) = (Syno(eu ), Doc(ev )):  the set of the total number of occurrences of the synomyms 

of event eu  in the documents of event ev 
 

We define a causality function 
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where u /= v. 
 
C asual(eu , ev ) = 

Occ(eu , ev ) + 

Occ(ev , eu ) 

u=1,v=1 

Occ(eu , ev ) 
 

(1) 

The definition function C asual(eu , ev ) was based on the premise that  if  events eu  and ev  are 

related, then they should appear together in several news articles. In principle, we were looking at 
 

how often the documents of ev  reference the events related to eu . That is, the keywords of one event were used 

to query the documents of another event. This ranking provides a measure of causality between two events. 

For instance, taking the housing crisis event, the keywords are mortgages, bad loans, foreclosure, housing price 

and subprime loan. The keywords of housing, for instance, were applied in the set of documents for the 

financial innovations event and vice versa. 

To establish an edge between two events eu  and ev , we looked at the number of occurrences that are 

common to both and used it to gauge the level of dependency of the events. 

Formally, 
 

 

where T is threshold value. 

C ausal(eu , ev ) > T ž t0 (ev ) < t1 (eu ) = E  (2) 

The values for C ausal(eu , ev ) are summarised in the table II I presented as percentages. Using 

 

 

Table II I.   Summary of the values for C 

ausal(eu , ev )  
Causal(eu , ev 
) 

Value 
(%)  (H,I), (I,H) 8.7 

(H,L), (L,H) 8.0 
(H,R),  (R,H) 7.9 
(H,P),  (P,H) 8.1 
(R,L),  (L,R) 21.9 
(R,P),  (P,R) 6.7 
(R,I),  (I,R) 7.5 
(I,P),  (P,I) 7.1 
(I,L), (L,I)  7.2 
(P,L), (L,P) 8.5 

 
 

the values obtained in table II I, the values ranging from 7 - 8 were used to determine the threshold. Thus the 

threshold T was varied through the values 7, 7.5, and 8 to check which threshold value gives the best event 

model in relation to the one obtained from the experts. Taking the threshold T = 7, T = 7.5 and T = 8 

gave the edges E   shown in figure 6, figure 6, and figure6 respectively. 

 

7.   MODEL VALIDATION  

The model and the value of the threshold T were validated based on the results of domain experts. Each 

expert was asked to state any relationship between any given pair of events. 

 

An edge was considered if  50% or more of the experts agree on the relationship.  The experts event model 

in Figure 6 is generated from the expertsô responses, following the criteria below:- 
 
ðThe number of experts that gave a link between any two events was counted. In the table, the links are 

paired with their duals, that is, HI with IH, PR with RP as shown. 

ðAn event  with  expert responses  of 50% or more was taken to  be a valid link.   For instance, 

(H,I),(I,H) has a count of 30% while (I,P),(P,I) has a count of 60% making (I,P)(P,I) a valid link and 

(H,I),(I,H) invalid. 
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ðThe direction of the arrows was obtained from the questionnaires. For instance, given that 

(I,P),(P,I) is a valid link with a count of 60%, we noted that 66% of the 60% experts identified the link 

(I,P) and only 34% identified the link (P,I) thus giving the edge (I,P). The same approach was used for all 

the event pairs and Figure 6 was obtained. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

figureUsing T = 7.0 
 
 
 
 
 
 
 
 
 
 
 
 

figureUsing T = 7.5 
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figureUsing T = 8.0 

 

Fig. 5.   Graphs obtained for the edges Et using the different threshold values 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.   Relationship  between the events (Experts  view) 

 

We took the experts view as represented in Figure 6 to be the ideal model and used it validate those 

generated from our approach. 
 

7.1   Determining the threshold T 

The graphs in Figure 5 were obtained using different values of T in equation 2. We compared each of these 

graphs with that of the experts in Figure 6. We applied graph matching techniques from [West et al. 2001] 

to compute the relational distance between any two graphs as 
 

minError(f ) 
M D(M 1, M 2) = 

sum of edges in E1 and E2 

(3) 

 
On applying equation 3 the graph of T = 8 had the least distance thus was the most similar to the 

experts graph. This means, the graph of T = 8, being that it gave the least error was the most similar 

to the expertsô graph making our threshold T = 8. 

 

7.2   Analysis of the results 

We obtained a threshold of T = 8 which means that the events are more related to each other if 

they have more documents in common. That is, if  the events share many documents, then most 

likely, one event caused the other and vise vasa. 

With  this threshold T = 8, the graph obtained was as shown in figure 6.  This figure gives us a 

hierarchical structure of the events. According to the graph, the increase in housing prices was 

brought about by the financial innovations, over-leverages and the poor government policies. The 

over-leveraging  also depended on the government policies and the failure to manage risks. 

This means that at the lowest level, we have the government policies and the failure to manage 

risks as the leading  causes of the financial crisis. The government policies were foll owed by financial 

innovations,  over-leveraging, failure to manage risk and housing prices respectively. This means 

that  those events followed in that  order which does not differ much from the one presented in 

Figure 6. 
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The 2008/9 financial crisis, also referred to as the global crisis, affected many parts of the world 

with its root being in the United States of America. Its ability to spread that widely is an indicator 

that many coutries have poor or weak policies that govern the flow of their finances. These policies 

affect the interest rates that banks use, the way government reserves are mangaged, to mention but a 

few. 
 

8. CONCLUSION AND FUTURE WORK 

Given an event cloud, our approach identifies the events that  relate to the goal event or the set objective 

and derives hierachies that convey useful information using the event keywords, and their timestamps. This 

approach was compared to the results obtained from the experts and proved that it can generate results that  

are relatively accurate. It can therefore be used in many context to detect events. Hierarchical 

structuring of events helps in detection of emerging events and root- cause analysis.  Under root-cause 

analysis, a user is able to understand a given  occurrence by exploring the sub-events that led to its 

occurrence. 

More could be done to improve the proposed approach or make it available for use to a larger audience. A 

graphical user interface could be developed, where users can put queries and the system automatically presents 

the required answers in terms of event hierarchy and abstraction for a given main event. It is also possible to 

extend the approach to support other data sources that are not internet based. These may include structured 

data sources or event streams. 
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