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INTRODUCTION

Over the year, | have advocated for the growth and benefits of the Afri€aim . Buildimg tife African
ICT Infrastructure for Development: The Role of #fgican Universityi Part b [KIZZA], | pointed out
that Africa had a late start in the race to acquire the information communication techn@l@diss The
late start compared to other congnts, had tremendous implicationstire development plans for the
continentas Africa faced an insurmountable litany of problems that include; difficult in equipment
acquisition, lack of capacityimited research and development resources, and lackve$timents in ICTs.
But Africa has a strong beachhead in the race for technologgtplisitonmade up ofan unprecedented
indigenous interest itechnological development and the numerous and sometimes ambitious initiatives by
NGOs and thalonor communit. But, strong beachhead or not, African technological development was
and is still riding on the ek of a strong African universityA strong curriculum and strong research
culture areessentialAs n o Bulding the African Infrastructure for Devigdment: The Role of the
African Universityo[KIZZA], the African univerity, was, right from the starlatei almost the last spot in
the race for anything universities do for national development. The reasohgointed ouincludedthe
fact that mosbf these universities are very recent with less than 50 years in business except a few. Even
these few thahave relatively a long history, because they startettaaising i wo r k s they haddo
clear role in national development. These natidhaln s v efr es d continue to float wi
agenda onlyeaching students for personal prosperity, thus leading to the mass migration of the educated
Africans toEurope and North Americén addition to these historical problems, the African universiky,
or new hasyet to build a strong development curriculum and a curiosity research driven culture. As we
sawinfBui | ding a Strong Undergraduat e [KZéASlenaarlicali Cul t ur e
current African universities still face sirail problems including:
9 Traditionalcuriosity driven research model has been replaced by a nurkeh model
dominated by a consultapculture according to Mamdani [MAMDANI]This has led to negative
consequences for education and research. The cortguttalture is institutionalized through
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short courses in research methodology, courses that teach students a set of tools to gather and
process quantitative information from which to cull answers.

Heavy teaching responsibilities leading tdtle time for curriculum development angsearch

Low pay- so would becurriculum developers arrésearchers are often reluctant to use part of
their salary for research, leading to a preference of consultancies to improve their salaries

1 Low and decreasing numbersweell-trainedsenior professors

1 Deterioration in the general education standards

1 Mushrooming universitiewith ill -trained technology professors.

=a =4

While the African university is faced with all these problems, there is on the other hand a growing army of
African youth, exuberant and excited with technology, more so ICT. They are flocking the mushrooming
universities competing for them with false and saglyertising ofstrong ICT curriculum and promises of

high paying jobs in ICT. This is single handedilfing the promising African technological development

and indigenous research that would have uplifted Africa.

At the core of this problem is the misunderstanding and misrepresentation of what ICT is for many in
Africa. ICT (information and communicaths technology or technologies) is an umbrella term that
includes any communication device or application, encompassing: radio, television, cellular phones,
computer and network hardware and software, satellite systems and so on, as well as theevaidess s

and applications associated with them, such as videoconferencing and distance |6@afsirgye often
spoken of in a particular context, such as ICTs in education, health care, or libraies term is
somewhat more common outside of the Uniteate3[ TechTarget]

While African needs an army afell-trainedICT technologists in a variety of areas, what Africa needs
most are well trained computer scientists, a small subset of ICT technologists, that are capable of
developing indigenous code thaill solve African indigenous problems and lead to African strong
indigenous research. So far this is not happening at a scale large enough to move African an inch in the
direction of technological development.

To prove this point, once needs to takeod of African institutions, big and small, looking for departments
offering a strong curriculum in computer science. The numbers of institutions with such departments are
disappointingly small across the continent.

Over the years, | have seen manyiédn students, trained in ICT coming to American Universities
thinking thd they can join computer science departments for higher degrees and end up dropping out
because they were not well prepared. Americamarsities programs imformation technologe(IT) are

usually foundn schools and collages of Business which is not the case for African universities.

Unless and until there is a strong capacity developed for coding, mostly by African universities and higher
institutions of learning, the Africatechnological push and agenda will miss the target. Planners and policy
makers should give this priority to keep African technological development and capacity building on tract.
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Quality of Service Perceptionin Telecom Business in Tanzania
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Abstract

This paper analyses factors influencing Quality of
looks into QoS experienced loustomers using internet connectivity. It analyses the experiences of service
users whilst investigating whether users experiences and satisfaction is influenced by technical matrices or
nontechnical side of service offered. The study presented inpper used qualitative and quantitative
approaches to collect data. Using a small but fast growing internet service providing company located in
Dar es Salaam Tanzania, questionnaire led phone interviews were conducted with customers who stopped
usingcanpany s i nternet service. Face to face interviews
the company.

It has been found that most customers are unaware of the QoS there were supposed to experience. Many
users are concerned with speed, availabdftgervice and after sale support instead of link speed or other
technical matrices such as link stability or error rate. Many customers had left the ISP simply because they
could not get help when they had a technical difficulty. It has also been fartad service cost was
considered acceptable by most users. It has been observed that for an ISP to be successful, an emphasis
should be paid on non technical side of business the same has been for the technical side. This is because
cust omer dnsaboptdhe seevige ar business is influenced more by thdeabnical side of the

business.

This paper however only addresses quality of service in telecom industry especially internet providing
companies. It will be interesting in the future to esthbifse actual loss of business resulting from having
unreliable after sale services and a competent helpline unit. ISP must train and equip their technical team
with soft and people skills which include phone skills. This paper is relevant to ISP operatel as

scholars and professionals interested in quality of service studies.

General terms Tanzania, QoS, Telecom, User Perceptions
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1. INTRODUCTION

In all service sectors, a consumer expects a certain value for the money paid (Grzech et.al, 2010). There is a
6contractdé between s er verl Wastofthese cdntdhets hoveeved aresnetrwritter; € c o n s L
they are assumed. For example, when someone walks into a hotel and order food, the assumption is they

will get an acceptable quality food, enough to fulfill the stomach desire. When a service provijas a

money for the food, they accept the contract to service food of an acceptable quality and amount. There are

other many angles that are not normally covered in these assumed contracts, for example, how long will it

take, how it will be served, whatbaut the adéebns, etc. All these issues will have an impact on the

perception of the service one gets after eating the ordered food.

In telecom industry the service in question is the connection a customer gets for communication purpose.
This can be a phenline, video conference or an internet connection, which is the service discussed in this
paper. When a consumer order an internet service from an internet service provider (ISP) there are
assumptions they have about the service ordered. These are litiesgeapected. For corporate, many
organization prefers to have service level agreement (SLA) between ISP and the customer (Marilly et.al,
2002). For individual customer however, many simply accept the service based on the price and assumed or
promised gality from the ISP.

Mo s t customers donot know or have the expertise to
internet connection. Each customer has their own criteria or levels of quality that they consider acceptable

and when these levels anet met, they perceive the service as not good enough or unacceptable. These

criteria differ from customer to customer basing on their background, usage, location etc. For example,

some customers are more concerned with the availability of servicesatlles are concerned with after

sales support. It is not known however which factors
service offered.

This paper presents findings of the study that set off to find out the QoS factors that influeanses o mer s 6
perception. The study which was conducted in an ISP company in Dar es Salaam Tanzania, initially wanted
to find out the reasons for customers stopping using the service. The researcher wanted to establish how
those customers perceived the servibey were receiving and how those perceptions influenced their
decisions to leave.

The Case

Executives of one of the fast growing internet providing companies noticed that the number of customer
stopping using their services is rising. They approachedtithor of this paper and asked for study to be
carried out to determine the causes. Af t er the init
perceptions of the service experienced and ocompanybs
conduct a full study to establish scientific reasons for the situation which goes together with understanding

users perceptions of the service received. In the competitive telecom environment, the findings will assist

ISP into creating plans for custonretention.

After introduction, this paper will present the related literature regarding QoS followed by methodology
used to conduct the study. Analysis will follow thereafter presenting findings and discussions about the
study. This paper will concludeytpresenting key findings at the end.

Methodology

The study presented in this paper used a qualitative and quantitative approach to collect data.
Questionnaires with closed and open ended questions were created and used as a guide to interviews. In the
beginning of the task, the company provided the researchers with a list of the customers who were believed
to have stopped using the data services. A questionnaire was designed and created focusing on technical
issues such as speed and link stability as aslhonrtechnical issues such as helpdesk. Type of questions
varied. Some of the questions were direct while some used Likert scales ( eg. very bad, bad, normal, good,
and very good) and some questions asked customers to give comments or opinions. Fprestiones,

1C
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participants were asked to provide more information to present their feelings and views of the service they
had received. Per each customer, a separate questionnaire was printed.

Since most participants had already stopped using the senaohing physically would be a challenge

hence phone interviews were used in which a researcher would call a customer and ask them if they were
willing to participate in the study. For those who agreed, the researcher would then follow the questionnaire
andask the questions whilst filling the questionnaire with the answers provided by the customer.

The research team sampled a total of 200 customers from 7 main categories each based on number of
months the customer was using the service§ (@). The pilot sudy was conducted where only 10
customers were called. From there, it was clear that the Swabhili questionnaire would not be necessary as
most customers were seemed to be comfortable with English. The research then continued to 30 customers
and a simple alysis was conducted, looking into the main issues that pushed customers away. The main
aim was to see whether it will be necessary to call all 200 customers. The decision was made that the data
collection exercise should continue to 60 customers andvet to be compared between then first 30

and the last 30. At the end it was established that there are no any new data coming. The research team felt
that enough data were collected for the assigned task. The exercise took 3 weeks.

Researcher also intéewed engineers and companies executive. Data were then entered in a simple
Microsoft Access database for quick analysis. Microsoft Excel was also used ligisaaad presentation
of data.

. Literature Review

Quality of Service (QoS) is defined from twdfdrent perspectives. From ISP perspectives, QoS are the
technical i ssues that directly affect the end to
perspective, QoS is the experienced levels of service judged from availability of issuee tbatsidered

essential in the service offered (Ordan et. al., 1997, Jha and Mahabub, 2002). In Tanzania like in any other
part of the world, most users do not have the expertise to know exactly what they require or whether what
they have been experiengimvas good, average or bad. For example, user might point out a requirement in
terms of speed based on their previous speed experience believing that the increase in speed will be
sufficient to support their current need. This might not only be miscalmolatit might also not support

future needs (Buccafurri et al., 2008).

Tanzania like of the developing world has witnessed a significant rise on the number of internet users (ITU,
2014). This increase has been caused by among other things, new typesofusser new type of
technologies to access new types of information. Transforming from its traditional ways, internet has
moved from being the tool for of professionals, business people and academics to the tool for everyone,
accessing information fromlatorners of the world. In developing word, most of new users access Internet
from mobile devises, accessing and sharing information for general use mostly news and social networks
(Al-khateeb, 2007, Meeker and Wu, 2013).

The change on the number and tygfeusers has gone hand in hand with the change in the ways and
technologies these users adopt in the process of accessing and sharing information on the internet (ITU,
2014). On one side, telecom companies have invested in new technologies in effoivep tokdter

services to users. These changes have been hugely influenced by the arrival of new technologies rather than
the actual demands on the ground. It should also be acknowledged that telecom companies are business
establishments focusing on cuttimgpst and maximizing profits. The fact that new technologies and
installations result into cost implication in one or the other, telecom companies often tend to upgrade some
of the network with the guidance of business return on investments. Cutting dest&imizing profit can

have a huge impact on QoS delivered (Sedoyeka et.al, 2009); hence ISP should ensure a certain minimum
levels of QoS are attained.

Users on the other hand have turned into mobile devises mostly mobile phones to use Internet.§Gupta e
2013, Meeker and Wu, 2013). The mobility nature of these devices and users means internet is being

International Journal of Computing and ICT Reseafah,9, Issue 2, December 2015 Page 11



accessed from all parts of the country. In Dar es Salaam for example, users regardless of the background
often use more than way of accessing inforomtSome use office computers during work hours and
mobile devices after work hours. This means the need for internet connection with good QoS is a
fundamental need for Tanzanians.

Many ISP often focus on technical side of the service by ensuring thdtethmatrices are taken care,

these are link stability, error rate, speed latency (Anderson, 2001). Users on the other hand focus on
whether the link provides service that is perceived as acceptable, mostly judged by speed. To improve
services, ISP enswsehe QoS delivered is constantly improving. This approach however tends to forget
what are the issues users really want improved. To understand what users really want improved, one must
study user QoS requirements based on their experiences, curreahdsesar future uses (Sedoyeka et.al,
20009).

There are a number of studies that have addressed QoS from different perspectives. Liu et.al, (2009)
proposed a web based services QoS model that that takes into consideration the advancement of service
oriented architecture and the role of various players onterehd QoS. Tong et.al, (2009) looked into QoS

in web services by proposing a fuzzy evaluation approach for service selection based on extended QoS.
Their work wrote about provisioning of services artsl impact on resources allocation and pricing
mechanism. With arrival of cloud computing, some researchers looked into the cloud workflow and
proposed generic QoS framework for cloud based systems (Liu et.al., 2011).

Another study by Yong et.al., (2012)gposed a twgphase approach for QoS focusing on history QoS to
predict the fluctuations of QoS in the future. In 2006, Chung et.al., recommended a QoS negotiable service
framework for multimedia services connected through subscriber networks while Ifbaaakia (2006)

looked into user level QoS assessment of a multigoinultipoint television conferencing allocation over

IP network. Furthermore, Zgian et.al., (2013) developed an analytical model of QoS that maps hybrid
QoS domains by making use @lculus theory in order to support ettdend QoS of multimedia services

over heterogeneous wireless networks. As it can be noted, most research work has focused on technical
side of QoS, looking into ways to best deliver the services rather than theeegperof the users.

Researchers studying consumer behavior have pointed out that there are indirect effects of service quality
impact on consumer behavior and future intentions (Cronin Jr. et.al, 200). Also noted by-Haumaig

and Klee (1997) relatiahip between customer satisfaction and customer retention is weak or even
nonexistent. They argued that retaining a customer is more than satisfying them. Andreassen and Lindestad
(1998) also concluded that for complex services, corporate image and ausatisfaction are not equally
contributes to customer loyalty. Corporate image impacts customer loyalty directly whereas customer
satisfaction does not. These studies show that although customer satisfaction might appear as a vital aspect
of customer retation, corporate image is the actual aspect that influences customer loyalty. This means
even if technical QoS experienced is good (internet link), this alone is not enough to retain the customer.
ISP must improve their corporate images in order to infleefuture behaviors including retaining the
customer.

Il. FINDINGS AND ANALYSIS

The study established that the company was utilizing mesh topology anetgpaint technologies to
deliver services. Using microwave links, hotspots were established onltopdifigs. These hotspots used

wi-fi technology to deliver services whilst forming a mesh network that scale according to the expansion
plans of the company.
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————————————— Non Line of Sight (NLOS)

© Sedoyeka, 2007

Figure 1- Mesh Network

The research began by establishing the type of users. Many users apeausing the service for home
use (78%) compare to for office use (22%) (fig 2). Of the surveyed customers, most of them access the
Internet at daily (82%) and few access once a week or more (fig 3). Of the surveyed customers, 33% were

still using theservice.

Purpose of Use

Others
79, Frequence of Use

Once a
week
1

Fig 27 Purpose of Use

Fig3i Frequency of Use

Customers seem to be okay with the amount they pay. When asked about the price, most of them (97%)
find the cost as normal, good or very good (fig 44). The same view was observed whearthagked for

general comments.
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Fig 41 Price Perception

QoS are the issues that collectively create a notion of quality in any service. There were mixed results on
the QoS matrices such as speed and link stability. When asked about their viewsdooffgpred, more

than 70% said it was either good or very good while only 16% said it was either bad or very bad (fig 5).
However, when asked about the main reason why they left, some (35%) pointed at speed as the reason (fig
6). Although this can contraditheir answers about their feelings on speed, close examination shows that
11% pointing to speed alone as a reason for them to leave. This shows that there were other strong factors.

Speed Perception

Bad
Very Goo % Very Bad

7%

Normal
12%

Fig 57 Speed Perception

Looking into other reasons, 40% of participaimdicated that lack of an effective customer care was the

reason for them to leave (fig 6).
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Fig 61 Reason for leaving

For the nature of the business and service, speed, cost and the availability of the service will always be at
the centre stage. Thedogether give a customer a perception of whether or not the service of a certain
quality. Since the study clearly established that cost is not the problem, the focus was then on the remaining
two. For speed, a specific question on the perception clshdyed that although some clients were
concerned about the speed, more than 70% were happy and clearly this cannot be the reason for customers
to leave.

The focus was now on the availability of service. Many customers pointed out that there are a fiumber o
problems on that;

i) Service is not always available, highly affected by power cut. Many customers have backup
power and they are normally operational in the event of power cut and they would expect the
service to be available.

i) Due to the changes in the cemt data industry, many clients move across the city. Because
many have tried other services such as mobile dongles, lack of mobility features on the
service did put some customers off, pointing low coverage as a reason for them to leave.

iii) Although it is inderstandable machines do break sometimes, many customers are not happy
with the after sell support. 40% directly pointed that technical support should be improved

(fig 7).
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Fig 77 Areas to be improved

Discussion with the executives and engineers hiptéid efforts the company had put to ensure its
customers are satisfied. The company had a mechanism to receive customer calls and respond to the calls
either physically or remotely. Executives, technical team and help desk believed they had done enough to
address customer queries in a professional and timely manner.

M. DISCUSSIONS
Customersé perceptions, |l oyalty and retenti on

Generally, most customers appeared to be satisfied with the speed and price of the service regardless with
the fact they stopped usirge service. Stopping using internet services from this ISP did not mean they
stopped using internet services from other ISPs. This shows that regardless of the service level offered,
more is needed to retain the customer, same observed by Hewnrigu ad Klee (1997).

One of the issue that over 40% of participants pointed out help desk as reason for leaving and 20% pointed
on the same as an area to be improved. Many pointed out that after sales services were not efficient enough
to address issues on timghanner. Due to the nature of Internet use, an ineffective after sale service can be
frustrating. During discussion with engineers and executives of the company, it appeared that the company
had established a fully functional customer help desk and respmam. It could be argued that the
customers perceived the customer help desk as ineffective regardless. Having a fully fledged customer care
unit should not necessarily mean a competent service delivery. It has been suggested that having customer
oriented employees can help in creating a better corporate image (Hoffman et.al, 1991). In this case, it can
be argued that employees did not have customer oriented skills and competencies to address issues raised
by customers or to create stable links. In manginess sectors, competent staff increases the customer
value and quality of the service delivered and henc
corporate image (Moller, 2006). As viewed by Kandampully and Suhartanto (2003) customer satisfacti
plays a role in gaining customer loyalty which influences customer retention.

As pointed earlier, customer retention is closely related to customer loyalty than quality of service offered
(Andreassen and Lindestad, 1998). In this case although it franvdn that participants were not loyal to

the company, it can be argued that there were also not sympathetic and regardless the fact that the price and
speed were okay, they opted for another ISP. Retaining customers is toughest task of all in osiness s
giving them good services is not enough to retain them. It takes more than satisfying a customer to retain
them and hence management should work hard to understand how the organization has been perceived by
customers. This understanding will help thanagement to increase the QoS and therefore consumer value
which was also observed by Hu et.al. (2009).
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For | SPs, cust omer 6s perceptions are driven by
availability) and mostly importantly the quality belp desk. Establishing a business and delivering good
services should go hand in hand with soft skills training to employees. This means, the organization should
value the role of after sales support equally as the service itself.

V. CONCLUSION

Thispapehas presented findings from a study ai med at
perception. The study has observed that for an ISP to retain customers, more need to be done. Although
ensuring that technical matrices such as speed, laténkysthbility and error rate are taken care, same
should be put on non technical issues such as help desk effectiveness. It should be noted that most
customers do not have skills to accertain the level of QoS they should be experiencing and hence use
unguided perception to express their satisfaction or dissatisfaction of the service. The study also found out
that prices for the particular ISP were perceived as acceptable by most customers. It was also established
that most customers were satisfied with speed offered. It was observed however that link stability and
availability of service was considered as important by many users.

Although acquiring customers is a challenging task, retaining them might be even more challenging. This is
due to the fact thacustomer retention is more related to customer loyalty that is to quality of service. In
this dynamic industry, ISPs should do more to gain customer loyalty which is related to corporate image.
Therefore, despite the importance of good technical met8&% should put extra effort to ensure that is

fully understands the view customers has about the company. Good technical QoS performance, help desk
and after sale support together with a good corporate image will put an organization in a better eempetiti
position.
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1. Introduction

A significant proportion of the IT portfolio now a day is comprised by the component based software
development (CBSD). Component based software development focuses on the developmegd of lar
software systems by integrating the already existing reusable software components named as COTS.
Commercialoff-the-shelf (COTS) is defined as the software pieces that can be further reused by the
software developers to build the new software systéims COTS products are readymade and can be used

by the software developers fAas it isd6 and can be eas
components. The use of COTS products provides many potential benefits as: (i) Reduction in developmen
cost (i) Reduction in development time and effort (iii) Improved quality of target software. In spite of
many potential benefits, some disadvantages are also associated with the COTS products as (i) Incomplete
knowledge of inner working code (ii) Comgality issues (iii) Unavailability of correct and complete
specifications.Unlike the other software development approaches, the success of component based
software engineering is dependent on the identification, selection and evaluation of the COT&eatsnpo

So, before the integration of the various COTS components in the final software there is a need of to
qualify adapt these components. For the accurate evaluation of these COTS components, a set of the COTS
selection criteria must be identified.

Therest of the paper is structured as follows: Section 2 review various COTS selection criteria available in
open literature. The methodology of assigning priority weights to the identified criteria is explained in
section 3. Ranking procedure for the COT&ation criteria based on fuzzy set theory is described in
section 4. Priority weights and results of ranking of the COTS selection criteria arditeda are
provided in section 5. References used in the present research work are given at theeepalpefrth

2. Review of COTS selection criteria

COTS selection has become very crucial in the component based development approach for the developers
and researchers. A lot of research has been done by various researchers to find the COTS selection criteria.
Bertoa and Vallecillo [1] proposed a quality model for the component based software development (CBSD)
based on ISO 9126, that defines a set of quality attributes as Functionality, Reliability, Usability,
Efficiency, Maintainability , Portability etc. andheir associated metrics for the effective selection and
evaluation of COTS components. Wanyama and Homayoun [2] found that the COTS selection is a
complex multicriteria decision making (MCDM) problem characterized by uncertainty, complexity,
multiple stalkeholders and multiple objectives. In the contemporary work Rehman et al. [3] present vendor
dependence as a major factor in COTS selection.

Huand yh Shyur [ 4] presented cost, supplierbés support,
22

International Journal of Computing and ICT Reseafah,9, Issue 2, December 2015 Page


http://ijcir.mak.ac.ug/volume9-issue2/article3.pdf
http://ijcir.mak.ac.ug/volume9-issue2/article3.pdf

businessease of implementation, flexibility to easy change as the company business change and system
integration (CO, SS, TR, FB, El, FC, Sl) as the COTS selection criteria. Neubauer and Stummer [5] solved
the problem of COTS selection by categorizing the diffe@OTS selection factors mainly in functional
criteria, quality criteria (defect rate, performance, usability, security etc.), strategic criteria (cost, available
time etc.) and domain and architectural criteria. Wanyama and Far [6] had addressedi¢ne QDTS
selection using reliability, maintainability, security, portability, compatibility, vendor ability, initial product
price, initial hardware price, implementation costs, training costs, license conditions as selection criteria.

Basem Suleiman7] has addressed the COTS selection problem using system integration interface,
functionality aspects, COTS vendor maturity, conformity to system environment (consistency between
system requirements, hardware, software application systems and COTS canfaasructure), budget,

time, vendor support as selection criteria. Ibrahim et al. [8] proposed the selection criteria for the COTS
component such as usability, security, functionality, performance, recoverability and impact. Ravi chandran
et al. [9] listed a large number of COTS selection attributes such as reliability, stability, portability,
consistency, completeness, interface and structural complexity, understandability of software documents,
security, usability, accuracy, compatibility, performaraerviceability and customizability.

Baharom et al. [10] introduced vendor characteristics such as vendor stability, vendor reputation, vendor
supportability and organization characteristics as system platform, development environment, culture and
finandal characteristic for COTS component selection. Gupta et al. [11] used quality, cost, probability of
failure on demand, average no. of invocations, no. of lines of code, execution time, delivery time and
quality characteristics as selection criteria. Mitand Bhatia [12] applied AHP technique for the COTS
selection by considering the reusability as selection criteria. Faridi et al. [13] presented the COTS selection
on the basis afoftware quality model ISO/IEC 2501Baundes et al. [14] proposed PBBEXTS technique

by accounting six criteria as Coverage, Automation, Implementation, Cost, Collaboration, and
Participation.

Kaur and Singh [15] used Promethee method for the COTS selection by considering performance,
reliability, maintainability, cost and iegrability as selection criteria. Khan et al. [16] presented a
component based software engineering framework for software reusability. Shah et al. [17] presented
various quality criteria as effectiveness, efficiency, satisfaction, safety and usabdibynponent selection
criteria. A review of different COTS component selection criteridqlis given in table 1.

3. Methodology adopted

In this research, Fuzzy set theory is used for the ranking of various COTS selection criteria. Fuzzy logic
theory whichwas introduced by Zadeh [18] has proved to be essential for numerous applications. As
compared to conventional scale in problems of researches exploratory in nature and where primary data is
needed to be collected through surveys i.e. questionnairesyiémisy etc. It is capable to model the
vagueness and impreciseness. In fuzzy set theory, the data is collected from the respondents in linguistic
variables, qualitative in nature, i.e. Extremely Less Important, Very Less Important, Less Important,
Importart, More Important, Very More Important, Extremely More Important etc. these linguistic variable
are then converted into crisp score, a single numerical value, through fuzzy numbers using membership
functions. The algebraic functions can easily be applieduazy numbers. The details on conversion of
linguistic variables of a seven point fuzzy scale into corresponding crisp score values is explained in Table
2.
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Table 1: Review of COTS component selection criteria

Criterio
n/
Sub
Criterio
n

Leuna and Leund
[ribrane and

Beetoa and Vallecillo
Huan Jvh shyur
Mohamed et al.
Wanyama and H. Fal
Basem Suleiman
Rao and Rajesh
Ibrahim et al.

Kaur and Mann
Ravichandran et al.
Baharom et al.

Kwona et al.
Indumati et al.

Cortellssa et al.
Tana et al.

Author(s)
Jung ad Choi
Llnmaviniin
Rehman et al.
Carvallo et al.
Sassi et al.
CHiimmanyr
Ibrahim et al.
Gupta et al.

N

200 | Wanyama and

Yea
Q
0
200
200
C
200
200
0
0
0
200
7
200
200
[e]
200
200
0
0
201
201
201
201
2
201
2

Quality

<|=<| 200 | Neubauer and

<|=<| 199
2
<[ 20T

<
<
<
<
<
<
<
<

Cost

<

Suitability

Functionalit
y

Reliability

Reusability

Efficiency

Maintainabil
ity

< [<[<[<] <
-<
-<
_<

Cohesion Y'Y

Coupling Y| Y

Compatibilit
y

Recoverabili
ty

Delivery
Time

Interoperabil
ity

Compliance

Maturity

Operability

Testability

Adaptability

Install
ability

Replace
ability

Time
Behavior

Resource
Behavior

Conformanc
e

Technologic
al Risk

Closeness of]

Fit Y|y Y

Ease of
Implementat Y Y
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Flexibility to Y
Change
Developmen
t Y
Environment
POF on
Demand
Line of
Code

No. of
Invocations
Execution
Time
Customizabi
lity
Schedule Y
Multiple
Objectives
Impact Y
Stability Y
Consistency Y
Completeneg
S

Interface
Complexity
Understanda Y
bility
Accuracy Y Y
Compatibilit
y
Serviceabilit
y

Vendor
Stability

Table 2: Linguistic terms representation using triangular fuzzy numbers

Qualitativemeasures of Right Left Crisp

selectlon C”.te”a/SUb Fuzzy Membership function @ score | score | score
criteria number T o T
(Linguistic Variables)
Extremely Less Importan{ M1(0, 0,0) | ° 0 pho T 0 1 0
M2(0,0.1 L@ -
Very Less Important 20 ’2)' : O mMTmp m & T | 0.1818| 0.9091| 0.1364
' g ofnp i o T8
o
Less Important M3(8'§)’ 03] & m7rnp ® & | 0.3636| 0.7273| 0.3182
] ™ ofnp ™ © ™
W
Important M4(g.zé,)0.5, w 1™ Trtp M@ o T® | 0.5455| 0.5455| 0.5
' ™ O ™ O T
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Ms(0.6,0.7,| &

More Important 50'8') o O T T T & T | 0.7273| 0.3636 | 0.6818
' m) GFTp T @ mE

. O

Very M?!S'?ﬁnportam MG(Of);' 09, & T@Fmp @ & 7@y 0.9091| 0.1818| 0.8636
p wFmp ™ @ p
Very high/ . . ~ .
Extremely More Important Mz (1,1, 1) @ ph @ p 1 0 1

4. Ranking Procedure

In this section, aanking procedure for the ranking of various COTS selection criteria based on their local
and global weights is described as:

4.1Ranking Criteria; Identification and Selection

The COTS components can be compared by means of several criteria, collectivelg termanking

criteria. An exhaustive list of such ranking criteria available in open literature has been tabulated in
previous section. The major emphasis of the researchers for the selection of COTS components is on the
quality characteristics, cost, wor issues etc. However, each of the ranking criteria relates to some
particular aspect of the COTS considered important to the objective of present research work. Using the
experience gained from the literature and peer group discussions, seventeem gateda are identified

and grouped in four major categories namely (i) Quality characteristics (ii) Technology factors (iii) Domain
and architectural factors and (iv) Strategic factors. A hierarchical structure of these ranking criteria is given
in Figure 1.

Functionality (C1)

Reliability (C2)

. . Usability (C3

Quality Characteristics EﬁicienZy( (021)
Maintainability (C5

Portability (C6)

A 4

User documentation (C7)

Technical Documentation (C9)
Technology Factors Evaluation and Versioning (C8)

Module completion (C9)

Language and development tools (C10)

A 4

Platforms (11)

External connectivity (C12)

Domain and Architectural Factors Interface Standard (C13)

Framework &architecturabtyle (C14)
Multi-Language suppor(15)

GOAL: COTS SELECTION
FUZZY RATING SCALE
COTS COMPONENTS

A 4

Vendor capabilities (C16)

Strategic Factors Business issues (C17)
Cost (C18)

A 4

Figure 1: Hierarchal structure of COTS selection criteria
4.2Experts ldentification and Selection
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There exists a lack of maturity in this field and it is impossible to identify secondary data in the open
literature that could constitute the basis fanking the various COTS selection criteria. Consequently,
there is only an alternate to collect primary data and under such circumstances, reliance on expert opinion
is the only optimal approach for collection of data. A single expert is sufficierdrfaxpert elicitation
process if possesses infinite knowledge and never errs meaning thereby perfect in the field of
specialization. The chances of making a mistake or due to limited and inadequacy of the knowledge, it is
always better to have more thamecexpert.

For the present research work, the researchers prepared a list of twenty five potential experts taking experts
dependenciesd into consideration. Finally, t en
knowledge going through brainosting, experience and current position in academia/industry.

4.3Questionnaire Design

The present research is exploratory in nature. Questionnaire is considered to be the best way of collection
of data in survey researches which are exploratory in naturee,Sio secondary data is available in the

open literature and hence questionnaires are used to collect primary data. A questionnaire is designed to
estimate the weights of the various COTS selection criteria identified in this research from the literature.
The weights by the experts are provided on a seven point fuzzy scale. The questionnaire is designed in
three parts: First part of each questionnaire contains a covering letter which explains the purpose of the
research study and statement of confidemyialbecond part consists of demographic details e.g. nhame of

the organization, field of expertise (software development, software design, software purchasing and
procurement, etc.); length of experience, qualification and designation, etc. Third partjokestionnaire
consists of assigning weights to the selection criteria of the COTS components on a predetermined seven
point fuzzy scale.

4.4Data Collection
In this research, the data to calculate the weights for the various selection criteria is pbgvitleden
experts through a well designed questionnaire, then these linguistic terms are converted in triangular fuzzy

numbers and corresponding crisp values by using table 2 as given in section 3.

A statistical analysis was performed on the data okldaind r om t he experts using
alpha value, so obtained, was more than 0.8 in case of importance of the ranking criteria. Such a value of

expe

SPSES

Cronbachoé6s alpha indicates higher reliability and in

different experts. Aggregation of expert opinions is necessary irrespective of the method of aggregation i.e.
Arithmetic or geometric averages being consistently better than the opinions of individual experts. Keeping
in consideration that all experts aegually competent, qualified and experienced, and no significant
difference was observed in terms credibility and importance, hence all experts are weighted equally and
arithmetic averaging aggregation method is adopted going throtdgpth analysis ahe responses of the
experts.

The weights for the various selection criteria in linguistic terms on a seven point fuzzy scale provided by

the ten experts are given in Appendix 1. The linguistic terms are converted into corresponding crisp scores
on a scalef 0-1 and the average values of the experts rating are done using fuzzy aggregation methods.
The corresponding crisp scores and average aggregation values are provided in Table 3.

International Journal of Computing and ICT Reseafah,9, Issue 2, December 2015 Page 21



Table 3: Crisp scores and average values of priority weights of CCs selection criteria
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S. E1 Ave
No | Criterion/Sub-Criterion El | E2 | ES | E4 | E5| E6 | E7T | E8 | E9 o | rag
. e

A | Quality Characteristics
1 | Functionality
1.1 | Accuracy 10/10|10[08|08|06|10|10|0.6|0.8]| 0.89
0 0 0 6 6 8 0 0 8 6 5
1.2 | Compliance 06/05/05|/08[05|06|08|05|05]|0.6]| 0.62
8 0 0 6 0 8 6 0 0 8 7
1.3 | Interoperability 06/05/08|08[05|/06|08|06|05|05]| 0.66
8 0 6 6 0 8 6 8 0 0 4
1.4 | Security 1.0/10|06|08|06|06|08|10|06|0.8]| 0.83
0 0 8 6 8 8 6 0 8 6 2
e 05/05/05|/06|03|05|/06|05|05]|06| 0.53
1.5 | Suitability 0 0 0 8 1 0 8 0 0 8 6
2 | Reliability
21 | Eault Tolerance 06|/05/08|06|08|05/05|06|06]|0.8]| 0.68
8 0 6 8 6 0 0 8 8 6 2
2.2 | Maturity 05/03/06|/05/05|/03|06|03|03|05]|0.46
0 1 8 0 0 1 8 1 1 0 4
2.3 | Recoverability 05/06[10|/08|06|06|05|10]05|05]| 0.6
0 8 0 6 8 8 0 0 0 0 1
3 | Usability
3.1 | Learnability 03/05{01|/03[05|01(01|{00|03|0.3|0.26
1 0 3 1 0 3 3 0 1 1 8
3.2 | Operability 08|10/06|06|05|06|08|08|06|1.0/|0.78
6 0 8 8 0 8 6 6 8 0 2
. 06|06](10|06|05|06|05|08|05]|0.6|0.67
3.3 | Understandability 8 8 0 8 0 8 0 6 0 8 7
4 | Efficiency
4.1 | Resource Behavior 05/03/08|05/06|03|05|{05|03|06]|0.51
0 1 6 0 8 1 0 0 1 8 8
4.2 | Time Behavior 06/05/08|08|06|06|05|06|05|05]| 0.64
8 0 6 6 8 8 0 8 0 0 5
5 | Maintainability
5.1 | Analyzability 03|/03/06|03/05|/05(06|05(03]|0.3|0.44
1 1 8 1 0 0 8 0 1 1 5
. 05/05/08|06|05|05|06|03|05]|0.3|0.53
5.2 | Changeability 0 0 6 8 0 0 8 1 0 1 6
. 1.0/06|08|06|06|08|10|08|08|06]|0.81
5.3 | Stability 0 8 6 8 8 6 0 6 6 8 8
. 08|10(10|06|08|06|08|08|10]|1.0| 0.88
5.4 | Testability 6 0 0 8 6 8 6 6 0 0 >
6 | Portabilty
. 06|06|08|06|05|06|06|08|08|05]|0.70
6.1 | Adaptability 8 8 6 8 0 8 8 6 6 0 0
6.2 | conformance 05/05/05/03[06|05[03|03|05|05]|0.46
0 0 0 1 8 0 1 1 0 0 4
6.3 | Installability 06/08[08|05/05|06|06|08|05|0.6| 0.68
8 6 6 0 0 8 8 6 0 8 2
6.4 | Replaceabilty 03/05/03|03]01|03/05|/03|03|05]|0.35
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1 0 1 1 3 1 0 1 1 0 5
B | Technology Factors
User Documentation 06|06/ 05/03|05(05|06|03|03]|05]| 0.50
8 8 0 1 0 0 8 1 1 0 0
8 | Technical Documentation 0.8|/06/08|05|05|05|06|08|08|0.6]|0.70
6 8 6 0 0 0 8 6 6 8 0
9 | Evaluation and Versioning 05|/06(10|06|08|06|06|05|08|0.6]|0.71
0 8 0 8 6 8 8 0 6 8 4
10 | Module completion 06|06[06|05{05(03|06|05|06|0.3]|0.55
8 8 8 0 0 1 8 0 8 1 5
11 Language and Developmer| 0.3 | 0.6 | 0.8| 0.6 | 06| 0.5| 0.3| 0.3| 0.5| 0.6 | 0.55
Tools 1 8 6 8 8 0 1 1 0 8 5
Doman And Architectural
C
Factors
12 | Platforms 06|05/08|05{06|08|03|05|/06|0.6]|0.62
8 0 6 0 8 6 1 0 8 8 7
. 06|06[08|06|05(05|06|08|06|05]| 0.66
13 | External Connectivity 8 8 6 8 0 0 8 6 8 0 4
0.8|06|06|05{05|(06|08|08|06|05]| 0.68
14 | Interface Standard 6 8 8 0 0 8 6 6 8 0 >
15 Frarr_lework and 06|06(08|06|08|08|05|08|06|0.6]|0.73
Architectural Style 8 8 6 8 6 6 0 6 8 8 6
. 03|/05/08|05|{06|03|03|05|/06|05]|0.51
16 | Multi-Language Support 1 0 6 0 8 1 1 0 8 0 8
D | Strategic Factors
17 | Vendor Capabilities
17. Market Trends 05|/03(08|05|{05|(06|03|03|05|0.6]|0.51
1 0 1 6 0 0 8 1 1 0 8 8
17. Training and Support 06|03[05|/05|05|06|06|06|03|05]| 0.53
2 8 1 0 0 0 8 8 8 1 0 6
17. Vendor Reputation 06|05/06|03|03|05|06|05|05]|0.3]|0.50
3 8 0 8 1 1 0 8 0 0 1 0
17. Vendor Location 05|/05/06|05|05(05{03|06|03]|05]| 0.50
4 0 |0 8 0 0 0 1 8 1 0 0
17. 05|/05/03|05{05(03|06|03]|03|0.3]|0.42
5 | R &D Technology olo|1|o0|lo|1|8]1|1]|1]| 7
17. Financial Condition 08| 06|06|05|05(06|08|06|06|05]| 0.66
6 6 8 8 0 0 8 6 8 8 0 4
17. | Implementation and 06/06/08|05{05|05/05|06|0.8|0.6| 0.64
7 | Servieability 8 8 6 0 0 0 0 8 6 8 5
18 | Business Issues
18. Licensing Arrangements 08| 08[05|/06|06|05{08|06|05|05]| 0.66
1 6 6 0 8 8 0 6 8 0 0 4
18. Organizational Policies 10/06|08|06|06|06|1.0|/06|08|06]| 0.78
2 0 8 6 8 8 8 0 8 6 8 2
18. Risk factors 0.8|/08/06|08|08|08|06|08|06|0.6]|0.79
3 6 6 8 6 6 6 8 6 8 8 1
19 | Cost
19. Production Cost 06|06](10|08|06|08|08|06|05|0.6]|0.75
1 8 8 0 6 8 6 6 8 0 8 0
19. | Installation and 0.8|/06/06|05|06|05|08|06|05]|05]| 0.64
2 | Implementation Cost 6 8 8 0 8 0 6 8 0 0 5
19. License Cost 0.8|/05/03|05|05|06|03|03|05]|0.5]| 0.50
3 6 0 1 0 0 8 1 1 0 0 0
19. | Upgradation And 06|05/08|05|06|06|05|08|08|05]| 0.66
29



| 4 | Maintenance Cost | 8] o] 6|0 8|8|0]|]6]6]0]| 4]

4.5 Calculation of Criteria Weights

The weights (local and gbal) of the ranking criteria are estimated using the adopted methodology as
explained in previous sections and are summarized in Table 4.

Table 4: Weights (Local and Global) for ranking criteria

S Local Glob S Loca Glob
~ | Criterion/SubCriterion al " | Criterion/SubCriterion al
No. Wit. No. | Wt.
Wt. Wit.
. - 047 | D i hitectural 0.11
Quality Characteristics 0.470 omain & architectura 0.115
0 | factors 5
C1 | Functionality 0.270 0'712 021 Platforms Ojg 0.022
C2 | Reliability 0.131 0'(26 C:;l External connectivity 0'620 0.024
C3 | Usabiity 0.131 0'206 C41 Interface standard 0'12 1 0.024
- 0.04 | C1 | Framework & 0.22
C4 | Efficiency 0.088 2 |5 architectural style 8 0.026
L 0.09| C1 . 0.16
C5 | Maintainability 0.204 6 6 Multi-language support 1 0.019
o 0.07 . 0.30
C6 | Portability 0.167 9 Strategic Factors 7 0.307
A 1 - 44
Technology Factors 0.108 08 0 C7 Vendor capabilities 02 0.135
C7 | User Documentation 0.165 Ogl %1 Business Issues 0'126 0.080
C8 | Technical Documentatior 0.232 0'5?2 C;l Cost 0'829 0.091
co Eval.uat.lon and 0.236 0.02
versioning 6
. 0.02
C10 | Module compétion 0.184 0
c11 Language and 0184 0.02
development tools 0

4.6 Ranking of Criteria Weights

Finally, the various selection criteria and striieria identified in this research are ranked on the basis of
their global weights as given in tables 5 arm@é€pectively.

Table 5: Ranking of selection criteria

S. No. Criterion Global Ranking |
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Weight
1 Quality Characteristics 0.470 1
2 Technology Factors 0.108 4
3 Doman and Architectural 0115 3
Factors
4 Strategic Factors 0.307 2

Table 6: Ranking of seletion sub-criteria

Global Ranking
S. No. Sub-Criterion Weight

1 Vendor capabilities 0.135 1
2 Functionality 0.127 2
3 Maintainability 0.096 3
4 Cost 0.091 4
5 Business Issues 0.08 5
6 Portability 0.079 6
7 Reliability 0.066 7
8 Usability 0.062 8
9 Efficiency 0.042 9
10 Evaluation and versioning 0.026 10
11 Framework & architectural stylq 0.026 11
12 Technical Documentation 0.025 12
13 External connectivity 0.024 13
14 Interface standard 0.024 14
15 Platforms 0.022 15
16 Module completion 0.02 16

Language and development 17
17 tools 0.02
18 Multi-language support 0.019 18
19 User Documentation 0.018 19

5. Results and Conclusion

According to the methodology adopted in the illustrated example, the higher value of global weight of
selection ctieria depicts the better ranking. The comparative rankings of all four criteria hamely quality
characteristics, technology factors, domain and architectural factors and strategic factors are givén in Fig.
2.
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Figure 2: Ranking of COTS selection critera
Figure depicts that 6Qual ity Characteristicsd select
weights and is followed by 6Strategic Factorsdéd and
Factorsd selecti on tpoditibnerat mumber 4s Ramkiaghof soifitericabbsedone | as
their global weights is shown in figure 3.
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Figure 3: Ranking of COTS selection sukrriteria
Figure depicts that o6Vendor Capabilitiesd i2s ranked
and 6Maintainabilityé at number 3. The 6&éUser Documen:

ranked at number 19 or at last position.

From the above discussions, it is well established that expert opinion is a better method to determine the
priority weights of the various COTS selection criteria and-@itbria. Fuzzy method is suitable to
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overcome the fuzziness of the data and vagueness of the mind while estimating the priority weights of the
criteria or sukcriteria.
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APPENDIX T 1

Priority weights of COTS selection criteria and subcriteria assigned by Experts in linguistic terms

NSO' Criterion/Sub-Criterion El | E2 | E3 | E4 | E5 | E6 | E7 | E8 | E9 | E10
A Quality Characteristics
1 Functionality
1.1 | Accuracy EIM EIM EIM VIM V:\/I Ml EIM EIM M V:\/I
1.2 | Compliance MlI I I VIM I Ml VIM I I MI
1.3 | Interoperability Ml I VIM VIM I Mi VIM Ml I I
1.4 | Security EIM EIM MI V:VI Ml | MI V:VI EIM M V:\/I
1.5 | Suitability I I I Ml LI | Ml I I MI
2 Reliability
2.1 | Fault Tolerance MlI I VIM Ml V:\/I | | Ml MI V:\/I
2.2 | Maturity | LI Ml | I LI Ml LI LI |
23 | Recoverability L | El'v' VIM M| M| EIM L]
3 Usahlity
3.1 | Learnability LI I LI LI | VLI | LI | ELI | LI LI
3.2 | Operability VlM ElM Ml | MI I Ml VIM V:\/I M EIM
3.3 | Understandability Ml Ml ElM MI I MI I V:\/I I MI
4 Efficiency
4.1 | Resource Behavior I LI VlM I Mi LI I I LI Mi
4.2 | Time Behavor MI I VlM VIM Ml | MI I MI I I
5 Maintainability
5.1 | Analyzability LI LI Ml LI | | Ml I LI LI
5.2 | Changeability I I VIM MI I I MI LI I LI
5.3 | Stability EIM Ml VIM Ml Ml V:\/I EIM V:\/I V:\/I M
5.4 | Testability VIM EIM EIM Ml V:\/I Ml VIM V:\/I EIM EIM
6 Portability
6.1 | Adaptability MI | MI VI'V' M| M| V:V' V:V' |
6.2 | Conformance I I I LI Ml I LI LI I I
6.3 | Installability MI VIM VIM Ll M| V:V' Y
6.4 | Replaceabilty LI | LI LI VLI LI | LI LI I
B Technology Factors
7 User D@umentation Ml Ml | LI I I Ml LI LI I
8 Technical Documentation VlM Ml VlM I I I Mi V:\/I V:\/I M
9 Evaluation and Versioning I Ml ElM Mi V:\/I MI | MI I V:\/I Mi
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10 | Module completion Ml | MI | MI I I LI Mi I LI LI
11 Language and Developmen| Ll M VM M| M | L] Ll | MI
Tools I
Domain And Architectural
C
Factors
12 | Platforms MI I VIM I MI V:\/I LI I Ml | MI
13 | External Connectivity Ml Ml VIM Ml I I Ml V:\/I MI I
14 | Interface Standard VIM Ml Ml | I Ml VIM V:\/I MI I
Framework and VM VM | VM VM
15 Architectural Style M| MI I M I I ! I MI) M
16 | Multi-Language Support LI I VIM I MI LI LI I MI I
D Strategic Factors
17 | Vendor Capabilities
17.1 | Market Trends | LI VIM | | Ml LI LI | Ml
17.2 | Training and Support Ml LI I I I Ml | M| MI LI I
17.3 | VendorReputation Ml I Ml LI LI I Mi I I LI
17.4 | Vendor Location I I Ml I I I LI Ml LI I
17.5 | R & D Technology I I LI I | LI Ml LI LI LI
17.6 | Financial Condition VlM Ml Ml I I MI VIM MI Mi I
17.7 | !mplementation and Mo M ML m [YM
Serviceability I I
18 | Business Issues
18.1 | Licensing Arrangements VlM VlM I MI MI I VIM MI I I
18.2 | Organizational Policies ElM MI VlM M MI MI EIM MI V:\/I MI
18.3 | Risk factors VlM VlM Ml VIM V:\/I V:\/I Mi V:\/I Mi Mi
19 | Cost
19.1 | Production Cost Ml | MI EIM VIM Ml V:\/I VIM Ml I MI
19.2 Installation apd VM Ml Ml | Ml | VM MI | |
Implementation Cost I I
19.3 | License Cost VIM I LI I I MI LI LI I I
19.4 Upgradatlon And MI | VM | ML | M | VM | VM |
Maintenance Cost I I I
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Abstract

This paper analysed adoption of cloudnputing in Higher Education Institutions (HEIS) in the context of

a developing country. The study explored how context of HEIs in dimensions of technology, organisation
and environmental may affect adoption of cloud computing. Technology, Organisatidnaindnment

(TOE) was used as a theoretical lens in the study. Qualitative and quantitative data was used to analyse two
cases of public HEIs in Malawi. The results showed that cloud computing could mitigate some of the
challenges of HEIls. There were comt® of top management support, potential security risks and
inadequate legal frameworks that may affect HEIs when adopting cloud computing. The HEIs were in the
early stages for adopting cloud computing. The insights from the study highlight the opjestani
challenges that can inform managers when adopting cloud computing in HEIs.
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1. INTRODUCTION

Higher Education Institutions (HEIs) are public or private organisations that provide programmes to
individuals who have completed high school or secondary school andptiogiammes may include
undergraduate and postgraduate courses; and training courses for skills development (Dunga, 2013; Hall &
Thomas, 2005). HEIs focuses on teaching, learning and research. The HEIs have gained prominence in
government development agexsd because of their roles in supporting culture and sm@oaomic
development (Cross & Adam, 2007; Sarkar, 2012). In addition, HEIs are supporting employment readiness
and creation, business development and innovation, global competiveness and resedrcimfovin

public policies and government decisions (Ercan, 2010; Sultan, 2010; TashkandiJ&bril 2015).
Consequently, the roles of HEIs have been aligned with government policies and programmes of
developing countries (Kamei, 2015; Sarkar, 2012).

Despte their crucial roles in supporting culture and sestonomic development, HEls in developing
countries operate under resources constrained environments that hinder effective delivery of their services
(Gombachika & Kanjo, 2008; Mathew, 2012; Sarkarl20 Some of the challenges are lack of space to
meet the high demand of higher education, limited teaching materials and resources such as books, journals
and libraries, high administrative costs and difficulties in managing large population of leayams a

small number of high calibre teachers (Gital & Zambuk, 2011; Kanjo, 2008). At the same time, there is
growing interest to invest ICTs in HEIs and to improve the delivery of services (Britto, 2012; Kamei, 2015;
Sarkar, 2012). Cloud computing has egest as a technology that can remedy some of the challenges in
HEls in developing countries (Kihara & Gichoya, 2014; Sultan, 2010). Hence, it is important to understand
how prepared are the HEIs in developing countries to adopt cloud computing.

There is agrowing body of literature on cloud computing and the studies have focused on security
requirements, future expectations and business models (Buyya, Yeo, Venugopa, Broberg & Brandic, 2009;
Grossman et al., 2009; Misra & Mondal, 2010). Technology, orgémisand environment factors for

cloud computing have also been explored (Mircea & Andreescu, 2011; TashkandiJ&mil 2015).
However, the study supports the claim that adoption of cloud computing varies according contexts (Low,
Chen & Wu, 2011). This iplies that adoption in developed world (Europe, USA and Canada), where most
of the studies on cloud computing have been conducted, may be different from developing countries. The
context of developing countries has its own challenges that are differentd&eeloped countries. Hence,

there is a need to explore the adoption of cloud computing in the context of developing countries (Kshetri,
2011). This study aim to contribute towards literature on cloud computing adoption studies in the context of
develophg countries.

The study was guided by the research question: How do the context of HEIs in dimensions of technology,
organisation and environment affect adoption of cloud computing? To answer this question, the study used
technology, organisation and erosiiment (TOE) framework as a theoretical lens to understand the context

of HEIls in adoption of cloud computing (Low, Chen & Wu, 2011). TOE was considered appropriate
because it can support a wider scope of understanding technology adoption and inclotatmngal

features and its external environment (Ghezzi, Rangone & Balocco, 2013). The case of Malawi was
analysed because it represented a-iltmeme economy in Africa (UNDP, 2014). The higher education
subsector of the country is underdeveloped pauily h more focus on primary and secondary education.

The government has revised the Education strategic plan to promote HEIs (Dunga, 2013). This presents an
opportune time to assess preparedness of HEIs in adoption of information technologies.

The rest othe document is structured as follows. Section 2 presents the background to the study. Section 3
summarises the theoretical background to the study. Section 4 outlines the research methodology. Section 5
presents the results of data analysis. Sectioncsigs the results and conclusions from the study.
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2. BACKGRROUND TO THE STUDY
2.1. Defining cloud computing

Cloud computing is a style of computing in which massive scalabteléited capabilities that are provided

as a service to external structures usingrimét technologies (Ercan, 2010). Cloud computing as a
technology is premised on the convergence of virtualisation, utility computing and software services which
can be accessed via the Internet. The technology has led organisations to reconsider réwsiraysT
resources in supporting their business processes. Organisations have the opportunity to utilise external
providers and oemand services using highly scalable infrastructure which is accessible over the Internet.
In addition, the ordemand sefices can be accessed through shared computing resources such as networks,
servers, storage, applications and services (Ercan, 2010; Khmelevsky & Voytenko, 2010). Cloud
computing services can be categorised into Software as a Service (SaaS), Platf@envaegPaaS) and
Infrastructure as a Service (laaS) (Low, Chen & Wu, 2011). Table 1 summarises the description of cloud
computing services.

Table 1: Summary of cloud computing services

Service Description Examples
SaaS Software applications are providbg the applications Salesforce.com CRM
service providers as rental over the Internet. Organisatio
may save on ICT infrastructure investment Google Apps
Oracle Siebel

Microsoft BPOS

PaaS Virtual platform provides computing, database and stora| Google App Engine

functions over the Internet
Microsoft Azure

laaS Organisations outsource IT infrastructure used for Amazoncom AWS
operations such as storage, hardware, servers, network
components to a provider rather than running or maintaif SunNetwork.com

h icesinh
the services in house IBM Blue Cloud

Verizon CaaS

As summarised in Table 1, HEIs have options to select cloud computing services which meet their needs.
Different from older models of computing, cloud computing meets the requirements such as elasticity,
multi-tenancy, economics, abstraction, scalability and broad network access (Arasaratnam, 2011). HEIls
have the opportunity to adopt different types of data and information cloud that suits their requirements.

There are four types of deployment modelslofid computing: public, private, community and hybrid. In
public cloud deployment, the IT services are hosted outside the organisation or IT department. In a private
cloud, the IT services are deployed within the organisation but individual businesspayithie IT
department for using standardised services in line with change back mechanisms of the organisation.
Community cloud model supports sharing of infrastructure among many organisations utilising the
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networked IT resources and each organisation dpegific shared goals and missions. Hybrid cloud
consists of infrastructure which has two or more cloud e.g. public, private and community cloud
(Arasaratnam, 2011; Mathew, 2012).

2.2. Potential benefits and limitations of cloud computing
Services for cloud coputing may be suitable for HEIs and these may include cloud hosting, data storage,

infrastructure and software services. HEIs may use virtual services hosted in a cloud e.g. email, contact list,
calendars, file storage, sharing of documents and creatibgite® (Ercan, 2010; Mathew, 2012). The
benefits of adopting cloud computing in context of HEIs are better access to infrastructure and content (24
hours and 7 days a week), pay as you go option for services, minimal cost on maintenance and upgrades,
freeing up internal resources, improved reliability and flexibility (Low, Chen & Wu, 2011; Khmelevsky &
Voytenko, 2010).

There are also limitations of cloud computing and these include potential loss of control for IT services to
the organisation, security allenges over data and applications, legal issues regarding jurisdiction of
contract if services are located outside the country, issues of service level agreements, speed and internet
infrastructure can also affect the services, organisational suppogoamgl applications may not run on

cloud infrastructure and issues of intellectual property rights (Ercan, 2010; Low, Chen & Wu, 2011;
Mathew, 2012).

2.3. Cloud computing in HEIs of developing countries
Developing countries are described as economies with agmtstrin resources and lacking basic

infrastructure such as roads networks, electricity, access to clean water, schools, health facilities and have
high levels unemployment (Malapile & Keengwe, 2014). Cloud computing may be perceived as an antidote
to someof the problems of the HEIs in developing countries. There is a growing body of literature that
shows that HEIs in the context of African countries have started adopting cloud computing. For instance,
National University of Rwanda and Kigali Instituté Bducation in Rwanda, University of Nairobi and
Kenyan Methodist University in Kenya and University of Mauritius (Kihara & Gichoya, 2014; Sultan,
2010). Similarly, Mero and Mwangoka (2014) noted the advantages and challenges of cloud computing in
HEIs in Tanzania. A study conducted in South Africa highlight issues of security in the adoption of cloud
computing in HEIs (van der Schyff & Krauss, 2014). Some of the cloud computing services that have been
adopted in HEIs are Google Cloud services which inclad®il, Google Talk, Calendar, Google Docs and
Google spreadsheets. The services are reducing IT costs and improving services in the organisations.
Despite growing number of HEIs adopting cloud computing in developing countries, there is still need to
undestand contextual issues which may vary from country to country (Low, Chen & Wu, 2011; Kshetri,
2011). The following section summarises the context of the study.

2.4, HEIs in context of Malawi
Higher Education Institutions (HEIs) in Malawi comprise of Univéasittertiary institutions and private

institutions (Gombachika & Kanjo, 2008; Hall & Thomas, 2005). This study focused on universities as
most of these use ICTs. The HEIs offer different programmes and some programmes require use of ICTs.
The public univesities are funded by government and also rely on funding from external sources e.g.
private sector organisations and international development agencies. Private universities are financed
independently from the government. Table 2 summarises the lisivefrsities and areas of focus.
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Table 2: Summary of universities in Malawi

Year
established
Type | Name of University Academic focus

University of Malawi 1965
1 Chancellor College 1965 Pure & social science
1 Malawi Polytechnic 1965 Applied gience

o 1 Kamuzu College of Nursing 1979 Nursing

g 1 College of Medicine 1992 Medicine
Bunda College of Agriculture/Lilongwe 1965/2011 Agriculture & natural
University of Agriculture & Natural Resources resources
Mzuzu University 1998 Education
Malawi University of Science and Technology | 2012 Applied science
African Bible College 1988 Biblical studies
Share world University 2001 Management
Livingstonia University 2003 Education

% Catholic University 2005 Social science

}35_ Blantyre Internatioal University 2008 Management
Exploits University 2010 Management
Adventist University 2011 Management
Skyway University 2012 Management

As illustrated in Table 2, the old universities in Malawi are public funded and form part of HEIs. The
public universities focuses on diverse academic programmes which include pure and applied sciences.
These programmes require advanced technologies for teaching and research. Hence, the public universities
require more resources to investment in science prograimste has been an increase in private
universities in the last 15 years. The private universities focuses on disciplines that do not require high
investment in technologies. This partly explains the reasons why the country faces challenges of human
capaciy in science and technology disciplines because there are few private universities that are offering
science programs (Dunga, 2013; Nampota, Thompson & Wikeley, 2009).

2.5. Challenges for HEIls in Malawi
HEIs in Malawi, like other HEIs in lovincome status ecamies, are confronted with challenges resulting

in poor quality of teaching, learning and limited research output. Some of the problems related to ICTs are
inadequate bandwidth, lack of hardware and software resources, lack of IT strategies withiitutierinst

limited awareness of ICTs and skills among the members of the staff in the organisations (Gombachika &
Kanjo, 2008). There are also so@oonomic challenges in Malawi which indirectly affect the adoption and
use of ICTs in HEIs. These are theop@conomic performance which affects foreign direct investment,
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weak internal management of systems and inappropriate governing structures within the institutions.
Another challenge is the lack of power supply in rural areas, unreliable power suppieffrétpckouts)

and vandalism of ICT infrastructure which affects operations of ICT services providers and users
(Gombachika & Kanjo, 2008; Kanjo, 2008).

Despite these challenges, the government of Malawi has interest to promoting the use of ICTs in HEIls
(Dunga, 2013). The government through Ministry of Education, Science and Technology has developed the
Higher education sector strategic plan (2008 to 2017) to develop HEIs in the country. The strategic plan
outline addresses issues of technology in HEI& &kpectations of government is that ICT investments in

the economic sectors including education may transform the country to become a knowledge and
information based economy. The commitment of Government to promote ICTs in education is
demonstrated in nianal ICT policy declarations. The policy advocates development of human capital and
support use ICTs in education:

AICT shall be integrated in education system at all levels in order: to improve both
access to and the quality of education, improve mamageé of education system and
improve ICT literacy ( Nat i onal I CT policy, 2009:10)

This implies that there is political will and commitment from government to promote the application and

use of ICTs in education. The policy also supports the creation &momment that supports the application

and use of ICTs in the economic sectors including education, telecommunications, finance and transport.
Hence, national ICT policy may affect the development of external environment for the HEIs. The external
envilonment of an organisation is i mpor tAphoanso&hanegdopt i on
2010).

3. THEORETICAL BACKGROUND TO THE STUDY
Technology adoption and diffusion studies can be categorised into technology and social shaping

characteristics (Corlas & Westhoff, 2006). Technology Organisational Environment (TOE) emerged as a
framework that addresses the limitations of explaining adoption and diffusion of innovation theories for
technologies in organisations (Hsu, Kraemer & Dunkle, 2006; Low, Cheww& 2011). TOE was
developed to analyse IT adoption in organisations focusing technological, organisational and environmental
contexts (Tornatzky & Fleischer, 1990). The three constructs are summarised subsequent subsections.

3.1. Technological context
Techndogical context is a combination of internal and external factors that affects an organisation in

adopting new technologies (Hsu, Kraemer & Dunkle, 2006). The technological context also relates to the
readiness of an organisation to adopt IT infrastrudtutbree perspectives: IT Technical infrastructure, IT
human capability and IT managerial capability (Molla, Cooper & Pittayachawan, 2011). IT technical
infrastructure includes networks, systems and applications that support cloud computing. It istarucial
consider the existing ICT infrastructure when adopting new technologies. Competent IT human resources
are vital for implementation and supporting of cloud computing (Wang, Fu & Duan, 2011). In addition,
relative advantages may influence the adoptiomen§ technologies. In this context, relative advantages are
the perceived benefits that may be derived from the adoption of technology e.g. cloud computing in HEIs
(Sultan, 2010). In some cases, organisations may not be able to adopt and implementnegiesidue

to the complexity of technology. This may be attributed to lack of confidence in using the new technologies
(Buyya et al., 2009).

3.2. Organisation context
Organisational context are factors regarding the organisation in terms of size, scopdisdtoma

centralisation, management structure and skills for personnel (Low, Chen & Wu, 2011; Tornatzky &
Fleischer, 1990). Top management is crucial in supporting the adoption of new technologies and providing
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vision and commitment (Wang, Fu & Duan, 2D1Management is also responsible for approval of the
investment in new technologies and ensures that other resources are available in using the new
technologies. The size of the organisation may also have an influence on the adoption of new technologies.
For instance, large organisations are flexible and able to take risks in adopting new technologies (Pan &
Jang, 2008). Human resources with competent skills to implement and use new technologies are vital for
the success of new technologies in an organisat

3.3. Environmental context
Environmental context concentrates on the context of the organisation in relation to industry, its

competitors and government policy and vision (Low, Chen & Wu, 2011). Technology often changes
resulting in organisations to adopew technologies to remain competitive. Competition with rival
organisations may also lead to an organisation to consider adoption of new technologies. For instance,
adoption of cloud computing offers the opportunity for the organisation to understagiavitsnment

(Misra & Mondal, 2010). Organisations that rely on other firms may also consider the need to adopt new
technologies as a way for dealing with pressure from the partner firms (Chong & Ooi, 2008).

TOE framework (Low, Chen & Wu, 2011) can be ugg@éxamine adoption of cloud computing in HEIs in

the context of developing countries. The framework has constructs that may explain context issues that may
affect adoption of cloud computing in HEIs. However, the framework does not address the isseg$orela

the role of government and regulations. The government is vital in supporting the introduction of new
technologies and ensuring that regulations are put in place to protect the consumers and organisations
( D6 C-alphbnao & Lane, 2010).

Table3: s mmary of TOE f rAdphoase & take, 20DHp Cost a

Context
Technology Organisational Environment
1 Relative advantage 1 Management support 1 Competition
1 Complexity 1 Organisation size 1 Pressure from partners
T Compatibility 1 Technology readiness 1 Regulatory canpliance

As summarised in Table 3, the role of government and regulations under regulatory compliance is
suggested in the framework. Governments in developing countries may lead in attracting direct foreign
investment of ICT infrastructure. In additiothe government may facilitate the enactment of laws that
support the implementation of new technologies and protect the interests of organisations and consumers
(Gholami, Lee, & Heshmati, 2006).

3.4. Levels of technology adoption

Cloud computing, like any anathtechnological innovation, undergoes through a set of stages for maturity
(Rogers, 1995). The diffusion of innovation curve may be used to explain the maturity level of cloud
computing over a period of time in organisations. The diffusion of innovatinredas five stages namely:
innovators, early adopters, early majority, late majority and laggards (Moore & Benbasat, 1991; Rogers,
1995). These are summarised as follows:

1 Innovators: organisations or people who are interested in the technology and bsitieepattitude
towards the new technology

1 Early adopters:organisations or people with interest in the new technology and are willing to take
risks in adopting the new technology

1 Early majority: majority of organisations and people who are pragmatisisf@eus on the process
model for the new technology
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1 Late majority: organisations or people with more or less sceptical on the new technology and have
negative attitudes towards the new technology

1 Laggards: organisations or people with extreme negativeualtis towards the new technology and
often do not think of adopting the new technology like the mainstream.

It is necessary to note that the different levels of adoption for cloud computing in the context of HEls. The
adoption levels are not the same egdBcin the context of developing countries where cloud computing is
relatively new (Sultan, 2010). Understanding of the maturity level may also support top management and
IT managers to select appropriate services of cloud computing in the HEIls. IT éfsumagy understand

the innovation phases in which the new technology will take and plan for change management.

4., RESEARCH METHODOLOGY
4.1. Research approach
The study was exploratory in nature with the aim of gaining an understanding of context of HEIs in

adoptbn of cloud computing. Cloud computing was a relatively new in the context of HEIs in Malawi. The

study empl oyed c as e-depth, undityfacell unoerstarmdimge af eotm@ex ssues intrts

real i fe contexto (Crowe erbach avbs. gppropgriatd because @ suwpmorted t udy a
understanding of cloud computing adoption in context of HEIs through the meaning that participants

assigned to technical, organisation and environment factors (Walsham, 1995). Two HEIs were analysed to

compare thie settings in preparedness of adopting cloud computing. Common and contrasting patterns in

data related to technology, organisation and environment were highlighted (Baxter & Jack, 2008).

4.2. Data collection and analysis
Case study approach supported mudtiglata collection of secondary data. Qualitative and partly

guantitative data was collected for the study (Yin, 2003). @peled questionnaires were used to collect

data on the factors that may influence adoption of cloud computing. Purposeful samglingeddo select

the respondents for the study. The 15 HEIs (recall Table 2) were requested to participate in the study and
only two were willing to participate in the study. The IT Managers from the two HEIs responded to the
openended questionnaires téio# their views on adoption of cloud computing in their organisations. The
author also corresponded with the participants via email as a follow for the questionnaires. In addition,
reports on the ICT context for the country were sourced from websitesifiternational development
organisations and policy documents from the two organisations were used. The multiple sources of data
were used due to the limited number of respondents to the study and to supplement the data for the study
(Palinkas et al., 2@t Sandelowski, 1995). Table 4 summarises the documents that were used in the study.

Table 4: Summary of documents analysed in the study

Document Description ID
Malawi National ICT policy Government of Malawi vision and mission on ICT DOC-1
(2009) developmentiad Education

E-Readiness Index Report (201| Details on indicators for assessing how the country if DOC-2
ready to adopt and use ICTs

HEI Reforms Report (1995) Historical background of the public universities DOC-3

HEI Strategic Plan 2012017 Development plans of public funded universities DOC4
(2012)
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Data from the opernded questionnaires and reports was analysed using thematic analysis (Braun &
Clarke, 2006). The two sets of data of data were compared to validate the opinions presepiee the
ended questionnaires. The following steps were used in the analysis of the qualitative data:

Familiarisation with data: reading and reeading of data to note the ideas

Generating initial codesreading and noting interesting features of the datadss

Searching for themescollating themes in the data that is relevant to each code

Reviewing themeschecking themes if they correspond to categories

Defining and naming themestefining themes to come up with a story line

Producing a report:writing the report and highlighting extracts from the data to answer the research
guestions and objectives

=A =4 =4 -4 -4 -9

The process was iterative and data qualitative software (Atlas.ti version 7) was used to manage the data.
Member checking was applied to validate the resiltsexperienced researcher checked the summary of
the results of data analysis.

4.3. Profile of the cases
The study compared to two cases of HEIs and are represented -dsadBIHE2. At the time of the

study, HE}L had a population between 2,500 to 3,00@$€rs while HER had 2,000 to 25000 IT users.

Both institutions have IT Departments responsible for IT services for the organisations. The responsibilities
for the departments include maintaining hardware and software, supporting IT services usersicacadem
staff, learners and administrative staff. The IT Department forHElso provides services in computer
training, website development and hosting and enterprise systems development to organisations outside the
organisation.

5. SUMMARY OF RESULTS
This setion presents the finding of the data analysis. The results are presented beginning with results of

technological context, followed by organisation context and environmental context of cloud adoption.

5.1. Technological context
The level of technology developmteof a country relates to technology adoption in HEIs. The participants

indicated their opinions on the technological development of the country as an environment in which their
institutions were operating. The focus was on adoption of cloud computthgifrorganisations. This was
assessed based on a Likert scale of 1 to 7 (See Figure 1). The respondents were also asked to elaborate on
their choices. Respondent of HEIselected preferences that indicated the country had strength in areas of
internet cainectivity, IT labour market, political stability and services of network providers.

As illustrated in Figure 1, laws and government policies were perceived as average, and participation in e
Government was considered low. Respondent ofHEhose the gferences that highlighted average IT
labour market and participation in laws and government policies were perceived average. Political stability
was neutral while participation in@overnment was perceived to be average. There were differences in
percepions on Internet connectivity and services for network providers were low.

International Journal of Computing and ICT Reseafah,9, Issue 2, December 2015 Page 45



Participation in
eGovemment [~

Internet connectivity

_ Services of Network
7 providers

—+—HEK1
HEK2

Laws and government

- ' labour market
policies

Political stability

Figure 1. Summary perception on environment for cloud computing

The results from the two HEIs showed considerable variations. The results were compared with the e
Readiness inderankings (See Figure 2). The score for laws and government policies were similar with the
value for the political and regulatory environment.

1. Political and
regulatory environment
7
10. Social 2. Business and innovation
impacts environment
]
9. Economic 3. Infrastructure and
impacts digital content
8. Government 4. Affordability
usage
7. Business 5. Skills
usage
6. Individual usage
== Malawi == |ow-income group average

Figure 2: eReadiness Index score for Malawi (Global IT Report, 2014)
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Although the results for the-Readness index may reflect the results the country as a whole, they may
highlight to some extent the environment in which HEIs operate in relation to cloud computing adoption.
Other areas that were relevant to cloud computing adoptionReaeiness index arbusiness and
innovation environment, skills, business usage of IT and economic impact which were relatedly low as
compared to the average of other {m@ome countries.

5.1.1.  Approach to cloud computing
The three modes of cloud computing can be applied to HéEdsending on the needs of the institutions. The

respondents chose the approach of cloud computing which they perceived to be suitable for their
organisation. The Respondent of HEIndicated that PaaS was suitable for the organisation. In following

up the reasons for the selecting PaaS, the respondent highlighted that the option of PaaS had advantages for
effective management of hardware and software:

fiAs IT platforms are always changing this would be automatic for us. We will not
struggle to procure madhes and software to suit the new environment( -RESP
1).

As indicated in the statement, the respondent perceived using PaaS approach the organisation may save on
acquiring new hardware and software whesnThiswaer e are <c
consistent with the challenges of the cost for acquiring ICT highlighted in the plans for the public funded

HE | &€xpengive ICT equipment and support sendces( BHD This implies that cost was one of the

factors that may be considered whatopting new technologies. The respondent of-BIEélected laaS as

suitable for their organisation and the main reason for selecting this approach was easy management of
servicesi (€) it would be so much easi eacloudfserdich e (-MBlbl e i nf
RESR2). Table 5 summarises the approaches to cloud computing for the two organisations.

Table 5: Summary of preferred approaches to Cloud computing for HEI

Approach to Cloud computing HEI-1 HEI-2

Software as service (SaaS)

Infrastructure as a service (laaS) \%

Platform as a service (PaaS) \%

It was perceived that Platform as a service was suitable forlHRile Infrastructure as a service was
appropriate for HER. The differences in the preferences of the approaches enaytributed to the IT
services needs for the organisations. The approaches to cloud computing also determine the type of IT
services that could be deployed in the organisations. IT services for storage, networks and hardware are
related to the approaché&s cloud computing and could be acquired on demand. From the responses, it
was clear that the approaches to cloud computing may depend on the benefits that HEIs may derive from
the services in each approach.
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5.1.2. Models for cloud computing
Cloud computingcan be deployed using private, public, community and hybrid cloud models. The

respondents selected the type of deployment model of cloud computing which could be suitable for their
organisations. The respondent of HElindicated that hybrid approach wasomm suitable for the

or gani s at itshouldlsogigeun® a chénce to do my own things while getting along withdothers
(HEI-RESPR1). Similarly, the respondent of H&I selected hybrid approach in the deployment of cloud
computing for the organisato mo harin in having a private cloud and public cloud for various functions
(HEI-RESR2). The hybrid model was perceived to provide flexibility in combining the features for private
and public cloud.

5.2. Organisational context
Management plays an importamble in the adoption of new technologies in an organisation. The

respondents were asked to describe the perceptions of top management support in the adoption of cloud
computing. The respondent of HEElIstated that there was limited support for adoptiociaid computing

and that it may fail a s vemydittleesdppoit with arhegpedtatioh that ivwiln g st at e
fail and they wildl pa o (v-RESR1). s implied that anageneent inthe r t h i t
organisations were notady to support adoption of cloud computing. Some of the reasons for the may be

issues of awareness of cloud computing as noted by the IT manager f@rikiEie following statement:

finot many know about cloud computing ( -RESR1). This was consistentith the challenges outlined

in the strategic plans for public funded universities (See Table 6). This may mean that top management
supporting is crucial in adoption of new technologies in HEIs.

Table 6: Summary of Themes for organisational challenges

Challenges for ICTs Sub-theme Examples of statements

Human capacity IT skills of users fiLimited IT skills among some staff members ar
studente ( BADC

AUnder devel oped rese
capacityY{poCn I CTo

Management Priority on ICT fiLack d prioritization in equipping colleges with
ICT technologies ( BADC

fiPrioritise ICT technologies at colleges level
(DOC-4)

In attempting to overcome the challenges for awareness, it emerged that there was need for advocating
cloud computing withit h e o r g a We ilaneed donaglvocaté it and let people know what cloud
computing is. Once that is done and are oriented they will reap thedfruits -REESR1). This meant those

with knowledge on new technologies could share their knowledge thitbetin management e.g. IT
managers orienting management on new technologies.

Another important factor in the adoption of new technologies in the organisation is skilled staff to
implement and support the new technologies. It was noted that the avakitlblavere low to medium in

the context of HER which confirmed the need for IT skills development outlined in the strategic plan of
publ i cReguatlydrain sfaff and students in ICT usage in various software applicatior(s BAD IE

was highlighte that HE}1 had already adopted cloud computing and had some skills in cloud computing.
There were differences in IT skills on cloud computing in the organisations and it was necessary to
consider the IT skills when adopting cloud computing.
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The size oflte organisations can affect the adoption of cloud computing. The two organisations were ideal
to adopt cloud computing because they had a large number of users for IT services. For instance, the
population of IT users in HEL was between 2,500 and 3,000il in HEI-2 was between 2,000 and
2,500. Cloud computing could support the IT Departments of HEIs in delivering IT services that would
address the needs of the IT users.

The participants were asked to indicate the benefits that may be obtained fromgadiopid computing in
their organisations. The respondent of HE$tated that the organisation has adopted cloud computing and
some of the benefits were easy management of IT services suchadls e

fiwe are already on cloud computing and our systenmo ifonger belaboured as it
used to be. We surrendered our emails and web pages to Google. Life is easier today
(HEI-RESR1).

The email services which used to be nameehouse were now hosted on an external cloud computing

service. The changes that themail services were being hosted outside the organisation on a cloud
surprised the IT users and had reduced the workload for managingniad services for the IT
Depart ment as noted ilnisjashstarting @anid|seems strange datna ge@pld.e nt fi
However, queries have reduced by 90% and life seems vely eaSyRESR1).

Similarly, the respondent of HE2 observed that there were potential benefits that may be obtained from
cloud computing for the organisation. One of the perceivedflierwould be improvement in management
of IT services:

fiManagement of IT would be so much easier. However, we may lose the expertise of
managing various software and systems locally ( -RESR2).

As indicated in the statement, there were also factwas would affect the organisation such as loss
expertise in management certain IT services. This implies that adoption of cloud computing was beneficial
but there were also perceptions for negative implications to the organisations:

fiMind-set of people. T&hmajority think negatively and could feel cloud computing is
there to eavesdrop on them. | just wish they had kaowrf -REESR1).

fiBandwidthi very slow, expensive and unreliable ( -RESR2).

Other potential challenges that were noted included isstistow and expensive bandwidth, negative
attitudes towards cloud computing and security concerns. It was necessary to consider the benefits and
challenges of cloud computing before adopting the technology.

5.3.  Environmental context
Regarding the environment bigher education sector competitiveness and the potential effect of adoption

of cloud computing, respondents perceived that through adoption of cloud computing their organisations

may be competitive as noReedanticloud apipationsf and dystems mag st at e me
facilitate the process of developing our operations to be at par with global best practicesRESR2).

It was al so perceived that the organi swithiclauns may us
computing etc. ouorganisation may have software services that are at par with other leading institutions
(HEI-RESR2). The statement imply that the organisation may be competitive with other institutions that

were considered advanced in the higher education sector. Jpendent of HEIL acknowledged that the

organi sation was in the early stages of adepting clo
are still very far but we will reach thedbe ( -RESPR1). The organisations were aware of the changes in

their ervironment and willing to embrace the change. The change was not immediate but over a period of

time.
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Regulations set by the government may affect the environment for the adoption of cloud computing in
organisations. The respondents were asked on theepi&nes on the role of government in supporting an
environment for the adoption of cloud computing. It was noted that the government should facilitate the
reduction in cost of bandwidth and reliability of services as these were the major constraimg limiti
adoption of cloud computing in HEIs. The respondent of -Biflerceived that government should:
fiFacilitate the reduction of prices for bandwidth and facilitate the implementation of reliable bandwidth
provider® ( -RESR2).

Similarly, the respondentfdHEI-2 noted the concerns on the role of government on its role in supporting
adoption new technologies. There were doubts on the active role of government in supporting cloud
computing:

fiThis is a dream. Government are slow and implement things whigbhased out.

They should wake up and move with time. What a country which does not have even
an IT policy? Can such government have anything to do with cloud comjputirigH E |
RESR1).

The government pol i cy dOI cHalhbe mteguatedrinsthe kdugatioh sygems &&d t hat :
all levels in order to improve both the access to and the quality of education, improve management of
education systems and improve ICT litecacy ( BLD This meant that there was, to some extent, political
commitment fromgovernment to improve the environment of ICTs in HEIs. However, there was limited
engagement with the HEIs despite considering the organisations in the national ICT policy process:

flAcademic institutions at all levels will play a very strategic role the
implementation of ICT policy. In particular, they will be involved in all educational
matters related to teaching, research and development facilitated by and facilitating
ICT in relevant fieldd ( BLDC

This implies that there were challenges of $tating national ICT policy declarations into programmes and
processes related to ICTs in HEIs. The government showed political will to support the development of
ICT in HEIs through the policy which had implications in the external environment of HEige\o,

there is limited progress in the development and implementation of the national ICT policy. ICTs had
evolved and there was a need for government to revise the policy to address the emerging issues as a result
of new technologies. The process reqilengagement and input from policy stakeholders including
representatives from the HEIs.

6. DISCUSSION AND CONCLUSION
The study attempted to answer the research question: How do the context of HEls in dimensions of

technology, organisation and environmenteaffadoption of cloud computing? The results showed that
technology, organisation and environmental factors may affect adoption of cloud computing in HEIs.
Technology factors such as internet services, network operators and availability of skills to eppew
technologies may affect HEIs in adopting cloud computing. The results highlighted that to the environment
of country had limitations that could support the standards for could computing. For example, the inability
to operating ICT infrastructurand services 24 hours for the providers of cloud computing. The high cost
of bandwidth and unreliable supply of electricity may inhibit HEIs to adopt cloud computing to support
their services. The government was important in overcoming the challengeghafdsit of services and
ensuring standards of services.

The results showed that organisational factors such as top management support and IT skills could also
affect the adoption of cloud computing in HEIs. There was lack of awareness of cloud computig am

the members of top management. This may be attributed to lack of knowledge on cloud computing since
most members of top management may not be well versed with IT technical knowledge (Hsu, Kraemer &

Dunkle, 2006). From the results, it can be suggestadrmembers of top management in HEIs should be
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sensitised on potential benefits and limitations of new technologies. Top management support is crucial in
providing resources for adopting new technologies in HEIs (Low, Chen & Wu, 2011).

Environmental facts that may affect HEIs in adopting cloud computing were mainly high cost of
bandwidth. The participants perceived that government could support reduction of bandwidth cost. Part of
the reasons for the high cost of ICT services was lack of ICT infragteuctine national ICT policy
proposed investment in ICT infrastructure of the country. Interestingly, the policy declarations indicated the
need for supporting adoption of technologies in education. However, implementation of the policies was
problematic. fie results were consistent with similar studies that have highlighted policy issues in cloud
computing adoption (Katz, Goldstein & Yanosky, 2010; Sultan, 2010; TashkandiJabil, 2015). Katz

et al. (2010) highlight issues of lack of institutional exaeusupport, security concerns and regulatory
issues. Similarly, Mircea (2010) noted the potential for supporting learning and teaching in using cloud
computing, increased functional capabilities, risk of protection and data security and lack of thest in t
new technology. Sultan (2010) highlight similar potential befits and challenges for cloud computing for
HEI in Africa and Europe. From the results it is clear that cloud computing has both advantages and
limitations and that the decision in adoptionutlocomputing should consider the potential benefits and
limitations (Katz et al., 2010; Mircea, 2010). Managers should also device means on how the potentials
risks associated with cloud computing can be mitigated.

Drawing from diffusion of innovation (Rags, 1995), cloud computing for HEIs in Malawi was in the

early stages. For instance, HEIhad adopted cloud computing for its email and webhosting systems.
However, top management had perceptions that cloud computing would fail. Part of the reasank ofas |
awareness of the benefits and limitations of cloud computing. According to diffusion of innovation (Moore

& Benbasat, 1991) laggards have negative attitude towards new technologies. In contr@shadHiot

yet adopted cloud computing and not mangmbers of top management new about cloud computing.
However, the IT Manager the perceived that cloud computing could support the organisation to achieve
global best practices. To some extent, the cases showed that the two HEIls were in the early stages of
adoption where people or organisations are willing to take risks in adopting the new technology (Moore &
Benbasat, 1991; Rogers, 1995).

The study is cautious on making generalisations to the wider population of HEIs (Seddon & Scheepers,
2015). The studyercognises the limitation for the number of participants to the study. Secondary data was
used in the study to verify and supplement the primary data from the participants. The contribution of the
study is the insights on the context of HEIs when adoptiogdccomputing (Lee & Baskerville, 2003;
Walsham, 1995). The insights focused on technology, organisational and environment context of HEIs. A
further, study is recommended to include a large sample.

The study suggests the following recommendations fastioe (i) awareness of cloud computing for top
management and users to promote-bupf cloud computing in HEIs (ii) awareness of benefits and the
limitations of cloud computing in HEIs such as security and how to remedy the challenges (iii) promoting
implementation of government ICT policies to support adoption of new technologies through advocacy and
lobbying to the policy makers.
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Abstract

This paper presetstechniquesfor dismvery of event hierarcchiesin event streams Event discovery
is about recognition of low level events; their relationshipsand how they combine to causea
conpositeevent. The challengeis that the occurrencdime of a conposite event, the identity of
the low level events, the number of the low level events, and relationship are not known in
advance We start by identifying asetof 6 ¢ a n devedt ash@ leadto a given conposite event.
We thenfilter the candidateeventsto establishthe actual events that leadto the conposite event.
Then a causatelationship betweenthe filtered low level eventsis disavered. The causakelation
among the events allows generation of a hierarchical structure that shows the composition
structurebetweenlow level events and the conyposite event. We rely on domain experts and
literature toidentify the initial setof low level candidateevents. To filter candidateevents, we
usea historical event stream.We develop anappro@h basedn heuristicsand similarity measures
to identify the structuralrelationsbetweenlow level events and cormpositeevent. The discovered
structure of the events is then validated using domain experts. The appro&h was developed
using a casestudy of financial crisis with the historical newscorpusarchived by major news
networks, particularlyCNN asthe event stream.
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1. INTRODUCTION

ComplexEvent Processing(CEP) is a setof technologies[Luckham2003; MargaraandCugola2011]
that allow incremental processingof information asit arrivesin orderto identify high level situations
of interestor conpositeevents, starting from low level primitive event notifications. Conposite
events arespecified throughuserdefined queries,or rules,which expresshow to sekct, manipulate, and
combine primitive events. The rules define composite events starting from patternsof primitive ones,
involving content- basedand termmporal constrants. CEP is an importancetechnologyasit allows
just-in-time detectionof undegrable situationsor seize opportunitiesasthey arise.

Complexevent processing [Luckham 2003] has been positioned asa meansto detectknown event
patternsof low level events. However,in some casesthe low level eventsthat leadto high-level
composite events arenot known in advance. At the sametime, the low level events occur with little or
no context that directly relateshemto the composite events they influence. The challengeis that
to definerulesand queriesfor a given conposite event, the underlying low level events must be
known in advance.Even in situationswherethe conposite event can be detectedasa whole by
observingits effects or symptoms,a better understandingof the conposite event can greatly be
enhancediy studyingthe underlyingcausesandevents. However this is inhibited by the missing

knowledge about the underlyinglow level events andtheir relationshps.

In a typical environment, thereare many events generatedboth externmally andinternally from different
layers of the organisationA specific event occurrenceis as®ciatedwith a smallsetof the total events that
are actually occurring and being detected.The low level events bubblethrough thedifferent layersand
combine in different waysto bring about the largerevent. Whenmany events occurfrom different sources,
it is hardto make senseout of such individual occurrencegLuckham 2003]. Onecommonapproahis the
use of event abstractions[Cuny et al. 1993; Kunz 1993a;1993b; Luckham 2003] as a means of
simplifying complexty and understandingf different appli cations. Event abstractiongroup sets of
events into higher level events [Kunz 1993a].Displaying information at variouslevels of abstraction
enhanceghe swbj e cability to diagnosevarioustypesof events [Vicente 1990]. These abstractionsave
revealed many problemsthat could limit the operationsof a givenorganisatio. To take advantage of
abstractiongthereis needfor a systematic apprah to detector diswver relevant abstractionsdoth as
primitive and/or ashierarchies that may be usefulin understandinghe given conpositeevent. To predictor
understandhe occurrence ofsuch situations,thereis need to monitor low level events. However, the
smallereventsdo not occurin isolation but hagpenalongsideother irrelevant eventsor remotelyrelated
events. The collectionof all eventsis called the global eventcloud [Luckham 2003]. The events
relevant to a given main event is a subsetof the eventcloud For instance.the occurrence of the
economic crisigDriscoll et al. 2003;Joh 2003]is reported to have beena combination of events such
aspoor governancesystems,weaklegalenvironments, pressurdrom treasurydepartmets,austerly imposed
ongovernmeits in orderto receive aid, amongothers.

The underlying questionis : Av@n the occurrenceof a main event, what arethe underlying low level
events? andwhat is the relationshipbetweenthe low level event s Rigurel is anillustrationsof the steps
involved in event discovery. Starting from the event cloud, the first task is to identify the possible
candidateevents that relateto a specific main event of interest. The candidateevents arethen filtered to
generatethe set of actual sub events for a given event. The last task is to determineany causal
dependenceamongthe subevents. The causaldependencesrethenusedto constructanevent hierarchy.
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event cloud candidate confirmed/detected hierarchical
events events events

Fig. 1. Stepsn Discovery of Event
Hierarchies

Our approgh was developed usinga casestudy of financial crisis[Driscoll et al. 2003; Joh2003]. However
becausef lack of availability of datasetswe rely onthe newsandarticlespublishedabout financial crisis. It
hasbeen notedthat morearticlesarepublishedabout a givenevent aroundthe peakof its occurrence. The
unstructurednatue of the news articles,allows our techniquesto be appliedto many scenarioswhere events
passunnoticedin unstructureddocumants such ascorporate emailsminutesof meetings,memos,phone logs
and many others.For this casestudy, we samplemore than 80000 news articlesfrom 2001to 2011 andby
applicationof similarity techniques,we areableto filter the mostrelevant low level events aswell as detect
the occurrencetime of the low level events. The restof the pgoeris organisedasfollows: related work is
discussedn Section2 while Section4 descrbes the processof event identification. In Section5, we preset
the event detectionapprozh andwe show how to build causalrelationshipsn Section6. In Section7 we

validatethe nodelfollowedby aconclusionin Section8.

2.RELATEDWORK

The most closely relatedwork is that on Detecting and Tracking of News Events[Allan et al.
1998; Nallapati et al. 2004; Radevet al. 2005; Yanget al. 1999].In [Allan et al. 1998] a total of
15,863 chronologicallyordered storiesspanning 1st July 1994 to 30 Junel1995 Half of the stories
were randomly sampledfrom Reutersarticles; the rest from CNN broadcaststhat were manually
transcrbed by the Journalof Graphicsinstitute. In their appro@hthey startedwith atotal of

25 manually identified events underthe TDT1 corpus.Their main focus was to detectwhich news
storiesrelatedto oneof the 25 events. Two tasksin event detectionare identified. Retrogpective
detction that discovers previously unidetified events in chronologicallyordereddocuments. O line
detction which identifies the onsetof new events from live newsfeedsThe approagh usedis basedon
the conventional Information Retrieval appro@hes, particularly vectorspacemodel [Sauicy andMineau
2005]for Retropective detectionand k-nearesteighbour (KNN)[Cunningham and Delay 2007] for
ortline event detection. The work stops at detectionof individual events and does not aim at
determiningcausaldependenceamongthe detected events.

In [Nallapati et al. 2004], appro@hes for clusteringstoriesinto events and constructingdepen
denciesamong them were suggested.They developed atime-de@y basedclusteringapproah that takes
advantageof tenporal localization of newsstories onthe same event and showed that it performs
significantly better than the baseline appro&@h based on cosine similarity. Some events rowever,
affect the entire globe and thus attaching location to them does not help much. For instancethe
financial crisis of 2008/2009 affectedthe entire globe and is generdly referredto as theglobal
financial crisis. Events that causedthe crisis came from different places [Hellwig 2008; Mitton
2002;0bstfeld et al. 2009] but affectedother places aswell makinglocationirrelevant in this case.
Thereis aneedto define events with featuresotherthantheir locations.

Li et al. [2005] proposesa probabilistic model that incomporatesboth time andcontent in a unified
framework. This modelgives newrepresentations of both newsarticlesandevents. Furthermoe, based
onthis appro&h, aninteractive RED system,HISCOVERY, which provides additional func- tions to
presait events is built. Whereasthey provide analgorithm to represet newsarticlesand theirevents,
they do not disaver the subevents that relateto a particular event.
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3.CASE STUDY

The financial domain,in particular the 2008/2009financial crisis[Crotty 2009],wasusedasthe case
study for the reseach. Herewe highlight key literature on financial crisis aspart of our case stug
The term financial crisis is usedin a wide variety of contextsto referto a situation where, forsome
reasonor other, an institution or institutions lose a hugepart of their value. Financialcrisesarea
commonoccurrencein the world today egecially in specific sectos of the econany. A financial crisis
canhit asingle sectorof aneconany andnot necessarilyaffectthe othersectors.

The causesof a financial crisis vary with the type of crisis. Although many economistshave come
up with causesof financial crises thereis hardly a consensudbetween economistson thesecauses.
This is partly becausethe different perspectives of economicssometimesrival each other, andpartly
becauseperhaps every financial crisisis peculiarto itself. Figure 2 shows the different types of crises
that hawe beenoccurring.

economic

-

risis timeline

Y

Bond market
meltdown
1994

S&L crisis Recession 1991 Gulf War 1991

1990

Y

Asia financial
crisis 1994

Russian ruble
crisis 1998

Internet bubble

2@1

Y2K

2/11

Mexican peso

Long-term Capital
crisis in 1994

blow up1998

Afghanistan
War 2001

A 4

Recession Housing bubble Recession

2002 2007 2011
War in Iraq Financial crisis European Debt
2003 2007-2008 Crisis 2011

Fig. 2. Timeline of different financial crises(Adopted
from [search])

Accordingto IMF  [Claessensand Kose2013],a financial crisis is often as®ciated with oneor
more of the following phenanenon:substatial changesin credit volume and assetprices;severe
disruptionsin financial intermediationand the supply of externalfinancingto variousactorsin
the econany; large scale balancesheetproblems;and large scale government support. As suwch,
financial crisesaretypically multidimensionalevents and canbe hardto characterizeusinga single
indicator.

Thefinancialcrisis of 2008/2009s the mostrecent andhasspreadthroughoutthe world asshown in
figure 3. This crisis originatedin the US and spreadto the different partsof the world primarily
throughdeclinesin trade [Crotty 2009]

The collapse of Lehman Brothers
kicks global crisis into high gear.

Financial crisis hits US, Europe

Austerity measures are
adopted; Greece, Ireland
are bailed out.

The crisis spreads

Countries and banks
struggle to get balance
sheets under control.

Containing the crisis

ZSE?S ZSIIO 2?112
1999 2009 2011

The common currency known
as the euro debutsin 11
countries.

Greece's budget deficit is far
higher than the country had let on.

A permanent rescue fund is planned
as European leaders look for
resolution.

Fig. 3. Timeline of 2008/200%inancial crisis [Adopted from
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As acasestudy, the problemcanbe re-formulatedas foll ows:

Giventhe occurrenceof the 2008/9financial crisis,what arethe underlyingsub-events theledto its
occurrenceWhat is the orderingandrelationshipamongthesesub-events?

4 EVENT IDENTIFICATION

To disaoverthe underlying eventsof a given conposte event, we neededto start with aninitial set. We
call this setthe 6 ¢ a n devaitast ©he process of assigning members to this setis called event
identification. This processwill vary for different domains.Here we used domainexperts and literatue

reviewto formulatetheinitial set.

Working with our case study, events in table | were identified as the leadingcausesof the 2008/9
financial crisis. The resultsin the table are basedon the review of the existing literature on the
causesof the financial crisis and the resultsof the questionnairethat wasusedin the suwey with
domainexperts. The eventshererepresent a multitude of eventsthat led to the financial crisis. The
relatedevents were grouped underone event.

Tablel. Table showing the queriesandtheir keywords

Event Keywords

HousingPrices bad loans, fore closure,
mort-
gage, subprime loan,

Risk managemet investment, risks,

fail- regulations,

Financial innovation| risks, product invention,
spec

Governmant policies | regulations, banks,
deregula

Over-leverage borrowing, investme,
specu

5. EVENT DETECTION

Event detectionis about observinganevent to assignatimestamp.A financialcrisis andas®ciatedlow-
level events happen over time, they hawe the start time and endtime. To determinethe
occurrencetime of the event, we usedthe newsdatabase.ln the case of the 2008/9 financial
crisis, for each news article we seached for a setof keys that relate tothe event description. The
seach keys were extended to include synonyms for the event description. Table I shows the event
descriptioralongsideas®ciatedsynayms.

The detectionof an event was based on the premise that the occurrence of an event is always
as®ciatedwith a burst of features[Fung et al. 2007] where somefeaturesappear frequently when the
event emergesandtheir frequenciesdrop whenthe event fadesaway. It was thus assumd that bouts of
articleswill be conceitrated aroundthe occurrencetime of the event. Consideringthat financial
information is normally givenquarerly, that is in blocksof threemonths,the occurrence ofan event
wasmodeled over aninterval of threemonths aroundhe period wherethereis burst of newsarticles
about anevent.

Thereforeanevent e is definedoveratime interval t = [t0, t1], wheret is the interval overwhich that
event hapened, t0 is the start time of the event and t1 is the end time of the event. The
functionstQ (e) andt1 (e) denotethe start time and endime of event e reectively. A plot of the
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percatage of documants againsthe publication datewasusedto extractthe valuesof t0 andtl. The
graphgeneratedor housing crisisis presated in Figure4.

Fom Figure 4, andthe other figuresgeneratedor the other events,the timestampsresum marised
in Tablell.

6. DETERMINING CAUSAL RELATIONSAND HIERARCHY

To establistthe dependencyor causalily amongthe events,we usedan event model similar to
[Nallapati et al. 2004] asM = (e,E) to be atuple of the setof events anda setof dependencies.

20 Docs on Housing Prices

2%00 2002 2004 2006 2008 2010

2012
Years

Fig. 4. Graphon
housingprices

TableIl. The timestampsof the events asread
from the graphs
Event Timestamp
Housingcrisis Dec2007- Feb
Risk managemet | 2008
Financial Dec2009- Feb
innovation 2010
Dec2008- Feh

M canbe seenasa directedgraphwith anedgeon the graph if (ey,ev) * E. While the exis
tenceof anedgeitself represets relatednes®f two events, the direction couldimply causaliy or

tenporalordering.Causaldependencymeanghat the occurrenceof event ey is relatedto andis a
consequencef the occurrenceof event eu.

To establishthe relationbetweenany pair of events ey andey, we appliedaspecialisedsimilarity
technique betweenthe keywords of ey and thedocumaents of ey . For easeof exposition,we define

the following:-

0 Syno(eu): thesetof all keywordsthat aresynayymouswith event eu.

0 D ={d1,,dn}: thesetof all newsarticles.

0 Doc(eu) = (Syno(eu), D): the setof documents obtainedafter queryingthe setD with the the
list of synayms Syno(eu). Sim(Syno(eu), D) is a similarity function that takes the averageof

Jaccardand Cosine similarity techniques and returns a value between 0 and 1 which helps to
filter therelateddocumenits from thosethat arenot relatecto the query.

0 Occ(eu, ev) = (Syno(eu), Doc(ev)): the setof the total number of occurrenes of the synanyms
of event ey in the documents of event ey

We define a causaliy function
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Occ(eu, ev) + 1)
Occ(ev, eu)
whereu /= v. u=1,v=1

Casidl(eu, ev) = Occ(eu, ev)
The definition function Castal (eu, ev) washasedon the premise that if eventsey andey are
relatedthenthey shouldappeartogethetin several newsarticles.In principle, we were looking at

how oftenthe documents of ey referenceheevents relatedto eu. Tha is, the keywords of oneevent wereused
to query thedocuments of anotherevent. This ranking providesa measureof causaliy between two events.
For instancetaking the housingcrisis event, the keywordsare mortgages, batbans,foreclosure housingprice
and subprimeloan The keywords of housing,for instance, were appliedin the setof documents for the

financialinnovationsevent andviceversa.
To establishanedgebetween two eventsey andey, we looked at the number of occurrencesthatare
commonto both andusedit to gaugethe level of dependencyof the events.
Formally,
Causal(eu,ev) > TZ to(ev) < t1(eu) =E (2)

whereT is thresholdvalue.
The valuedor Causd(eu,ev) aresummarisedn the tablell | preseted asperceitages.Using

Table I11. Summaryof the valuesfor C
ausd(eu,ev)
Causalleu, ev| Value
(H.D), (I,H) 8.
(H,L), (L,H) | 8.0
HR), (R,H) |79
(H,P), (PH) | 8.1
(RLD), (LLR) | 21.9
(R,P), (PR) | 6.7
R, (I,R) 7.5
I,P), (BN 7.1
(L), (L,h 7.2
(PL), (L,P) |85

thevaluesobtainedn tablell I, thevaluesrangingfrom 7 - 8 were usedto determinethe threshold. Tus the
thresholdT wasvariedthroughthe values7, 7.5,and8 to check which thresholdvalue gives the bestevent
modelin relation to the one obtaired from the experts. Taking the thresholdT =7, T =7.5andT =8
gave theedgesE shown in figure 6, figure6, andfigure6regpectively.

7. MODEL VALIDATION

The model and the value of the thresholdT were validatedbasedon the resultsof domainexperts. Eah
expert wasaked to stateany relationshipbetweenany givenpair of events.

An edgewasconsideed if 50%or moreof the expertsagreeon the relationship. The expertsevent model
in Figure6 is generatedrom the expe r tegpoidses following the criteria below:-

0 The number of expertsthat gawe alink betweenany two events wascounted. In the table, the linksare
pairedwith their dualsthat is, HI with IH, PRwith RP asshown.

0 An event with expert reponses of 50% or more was t&en to be a valid link.  For instance,
(H,D,(I,H) hasacowunt of 30% while (I,P),(P,) hasa cout of 60% making (I,P)(P,I) avalid link and
(H,1),(1,H) invalid.
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0 The direction of the arrows was obtained from the questionnaires.For instance,given that
(1,P),P) isavalid link with acount of 60%,we notedthat 66%of the 60%experts identified thelink
(1,P) andonly 34%identified thelink (P1) thusgiving theedge(l,P). Thesameapproah was usedfor all
the event pairsandFigure 6 was obtained.

Leverage
Innovation

Leverage Innovation

[RIRTNTR IO RN TR T B R /5
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figureUsingT = 8.0

Fig. 5. Graphsobtainedfor the edgesE! usingthe different thresholdvalues

Innovation

Leverage

Fig. 6. Relationship betweenthe events (Experts view)

We took the expertsview asrepregnted in Figure6 to be the idealmodelandusedit validatethose
generatedfrom our appro&h.

7.1 Determining the thresholdT

The graphsin Figure5 were obtainedusingdifferent valuesof T in equatior2. We comparedeach of these
graphswith that of the expertsin Figure6. We appliedgraph mathing techniquesfrom [Westet al. 2001]
to computehe relationaldistancebetweenany two graphsas

minError (F)

MD(M 1,M2)= (3)
sumof edgesin E1andE2

On applying equation3 the graph of T = 8 hadthe leastdistancehus wasthe mostsimilar to the
expertsgraph. This means,the graphof T = 8, beingthat it gave the leasterror wasthe most similar
to theexpe r grapbmakingour thresholdl = 8.

7.2 Analysis of the results

We obtaineda thresholdof T = 8 which meansthat the events are morerelatedto eah other if
they have more documeits in common. That is, if the events share many documants, then most
likely, oneevent causedthe otherandvisevasa.

With this thresholdT = 8, the graphobtainedwasasshownin figure 6. This figure gives us a
hierarchical structure of the events. Accordingto the graph, the increasein housing priceswas
brought about by the financial innovations, over-leveragesand the poor governmeit policies. The
over-leveraging alsodependedon the government policies andthe failure to managerisks.

This meansthat at the lowestlevel, we hawe the government policies and the failure to manage
risksasthe leading cause®f the financial crisis. The government policies were followed by financial
innovatiors, over-leveraging, failure to managerisk and housingpricesregectively. This means
that thoseevents followed in that order which does not differ much from the onepreseted in
Figure6.
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The 2008/9financial crisis, also referred to as the global crisis, affected many partsof the world
with its root being in the United Statesof America. Its ability to spreadthat widely is anindicator
that many coutries have poor or weak policies that govern the flow of their finances. Thesepolicies
affectthe interestratesthat banks use, the way government reseves aremangaged{o mention but a
few.

8. CONCLUSION AND FUTURE WORK

Given an event cloud, our appro@h identifies the events that relateto the goalevent or the setobjective
andderives hierachies that convey useful information usingthe event keywords, andtheir timestampsThis
appro@&h wascomparedto the resultsobtainedfrom the expertsandprovedthatit cangenerateresultsthat
are relatively accurate. It can thereforebe usedin many context to detect events. Hierarchical
structurhg of events helpsin detectionof emerging events and root- cause analysis. Under root-cause
analysis, auseris able to understanda given occurrence by exploring the subevents that led to its

occurrerce.

More could be done to improve the proposedappro@h or make it availablefor useto alargeraudience. A

graphicalserinterface couldbe developed, where userscan put queriesandthe system automaticallpresets
the required anaversin termsof event hierachy andabstractiorfor agiven mainevent. It is alsopossibleto

extendthe appro&h to support otherdatasourcesthat arenotinternetbased.Thesemay includestructured
datasourcesor event streams.
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